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PREFACE
Caenorhabditis elegans: Molecular Genetics and Development

The allure of a model organism comes not from any special fascination for the

creature itself; it is doubtful that most researchers studying a simple and tiny animal,

the nematode Caenorhabditis elegans, are particularly attracted to these modest

creatures per se. Rather than any fondness for the animal, it is the exceptional

experimental methodology available with these high-performance vehicles of bio-

logical discovery that entice those driven by intellectual curiosity about the living

world to investigate their inner workings. As this millimeter-long creature has amply

proven itself to be of enduring utility for biological discovery, it is of value to

continue to assemble and update experimental methodology on its use.

A century, in fact a millennium, has turned since the last C. elegans volume was

published in the Methods in Cell Biology series (as volume 48). That volume,

‘‘Caenorhabditis elegans: Modern Biological Analysis of an Organism,’’ was the

first major compendium of C. elegans methods and only the second complete

published volume on this creature. Since that volume appeared, several other collec-

tions of methods have been published, notably a brief practical volume edited by I.

Hope, a methods section edited by V. Ambros as a component of the online resource,

Wormbook, and a published volume edited by K. Strange. Nonetheless, for over a

decade and half the original C. elegansmethods volume has served as an invaluable

resource to both seasoned and new researchers who focus their scientific curiosity on

C. elegans.

One might reasonably ask, in an era in which printed material is rapidly dissipat-

ing into cyberspace and vast information resources are available online, why a

printed volume is of value. In our view, the accessibility of a printed form is still

well-suited to the laboratory environment. Several copies of the 1995 C. elegans

methods volume are stationed at ready access on our laboratory shelves.Members of

our laboratories continually reach for the book, evenmany years after its publication.

Just as laboratory notebooks have yet to be satisfactorily replaced by a digital

medium, the ability to flip through the pages of a methods volume is not yet an

anachronism in the setting of an experimental laboratory.

We are closing in on the 50th anniversary of Sydney Brenner’s 1963 letter to the

director of the Medical Research Council Laboratory of Molecular Biology, immor-

talized in the first Cold Spring Harbor Press C. elegans monograph, in which he

proposed to adopt aCaenorhabditisworm as a model organism. The period since the

predecessor of this volumewas published in 1995 is a fraction of that interval and yet

has seen the majority of the prominent discoveries made with the animal. Six Nobel

laureates in the C. elegans community have been celebrated since the last volume in
xv
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this series was published and key discoveries that led to some of those prizes were

made during this period. This era also saw the first complete animal genome

sequence, the discovery of RNAi, the generality of miRNA-mediated control across

biology, and many other fundamental advances that have emerged from the labora-

tories of C. elegans investigators and have proven to be broadly transformative to

biology.While advances made with the worm are quantifiable, their full impact on

science is inestimable.

The original volume made an effort to be fully comprehensive. In earlier days, it

was possible to craft a single volume that fully addressed the state of the art. But the

precipitous growth in the field would make such an undertaking unwieldy, if not

impractical. 85% of all publications in the Pubmed database containing the text word

‘‘elegans’’ (currently approximately 20,000) were published since the last volume

appeared, many by labs that have not traditionally focused on the animal. The

number of C. elegans laboratories with strain designations (now over 850) is more

than five times that in 1995. A compendium of methods that scaled similarly might

contain over 170 chapters spread over as many as 10 volumes. Thus, the twovolumes

assembled here no longer attempt to serve as a single source book for C. elegans

methodology. Rather, we have chosen to include chapters on many of the methods

that have evolved or dramatically altered since the 1995 volume, with the recognition

that more has been left out than included. It is inevitable that additional volumes will

come in the future that fill and update voids left by the current collection.

Owing to the length of this updated collection, it is now distributed over two

volumes. This volume (vol. 106 in the series) comprises genetics, molecular biology,

and development, while the subsequent volume (vol. 107) will focus on imaging, cell

biology, and physiology. Many methods from the original 1995 volume (e.g., basic

culturing, mutagenesis, mosaic analysis, and so on) are still relevant and useful and

the experimentalist is encouraged to consult that volume for such methods. It is

inevitable that some of the methods in the earlier volume (e.g., the physical map,

genomic and cDNA sequencing, and use of the extinct database structures that

preceded Wormbase) have become obsolete. On the other hand, many methods have

been improved or refined for specific applications, for example, genetic mapping

techniques (Chapter 1), reverse genetic approaches (Chapters 3 and 4), transgenesis

(Chapter 6), and in situ hybridization using RNA probes (Chapter 9), all of which are

covered in this volume as revised or entirely new chapters. We note that, unlike the

previous edition, we have not included comprehensive appendices, as this informa-

tion is now readily available in a continually updated manner online through the

internet resources listed in the single Appendix of this volume.

Mastery of the varied tools of C. elegans biology is enhanced by the experience

gained in a lab connected to those that grew up during formative stages of the field.

The lore, philosophy, and strategies one uses to dissect biological processes are not

coherently incorporated in the literature, but can be effectively transmitted through a

sort of apprenticeship in such labs.The worm field is famed for the large fraction of

practitioners who trace lineal roots to the early pioneers in the field. However, over

recent years, the prominence of the worm system has lured many researchers not
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formally linked to the ‘‘worm pedigree’’ to adopt the animal as a useful tool for their

favorite subjects of inquiry. Thus, rather than covering discrete methods per se, some

of the chapters are designed to transmit strategies that are not easily gleaned from the

literature (most prominently featured in Chapter 5, which describes genetic strate-

gies used to deconstruct the pathways that drive cellular and developmental pro-

cesses, and also in the chapters on mapping and on specialized chromosomes in

Chapters 1 and 2.) We believe that these strategies will be of particular value to

newcomers who learn worm biology without the benefits of apprenticeship in a

seasoned worm lab.

Among the most notable of the advances in C. elegans technology since the first

volume was published was the discovery of RNAi and subsequent methods for

adapting RNAi to broad functional genomics screens, which have revolutionized

discovery of gene function. Such approaches, and the integration of the ‘‘phenome’’

with informatics studies of functional relationships between gene activities, are

covered in chapter 4, of value to aficionados and newcomers alike. Similarly, the

recognition that miRNAs function at many levels across animal biology make

chapter 8, on analysis of miRNAs, an essential component of this volume. In

addition, since publication of the earlier volume, it has become clear that a large

fraction of worms genes are organized in operons and are trans-spliced. Any worm

molecular geneticist must be mindful of this complexity of gene organization in the

animal and the methods for analyzing RNA processing (Chapter 7) are therefore

important to any researcher considering the structure of genes and effects of muta-

tions and RNAi on gene expression.

An overarching goal articulated by Sydney Brenner when he inaugurated

C. elegans research was to obtain a complete description of the animal: this began

with the comprehensive analysis of the cell lineage and anatomy and later the whole

genome. More recently, this goal has been extended to the level of gene function and

interaction by techniques covered in chapters that describe functional and transcrip-

tional network analysis (Chapters 4 and 10). Genetic approaches have dominated

C. elegans research; however, biochemical methods have become increasingly more

significant, particularly as the pathway from in vitro discovery to in vivo validation

has shortened, and methods for analyzing protein complexes and other proteomics

approaches are covered in Chapters 11 and 16. The pre-eminent focus of Brenner’s

original vision to exploitC. elegans as a newmodel systemwas directed at unveiling

the processes that drive development, the biological challenge that drew many

researchers to the worm. In keeping with the predominance of this discipline, a

major subdivision of this volume comprises five chapters (Chapters 12–16) that

address varied approaches to problems in developmental biology, ranging from cell

lineage analysis (including new advances in automated lineage analysis), fertiliza-

tion, morphogenesis, nervous system development and regulation of the alternative

developmental stage, the dauer larva.

Just as C. elegans develops rapidly, so do technological approaches to analyzing

its biology. It is clear that we are able here to capture only an instant in this rapidly

moving field, and methods have advanced even during the period in which these
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chapters were being assembled and edited. For example, the tremendous advances in

DNA sequencing technology is making whole-genome sequence identification of

mutations inexpensive and routine, thereby superseding much of the traditional

genetic mapping approaches. Moreover, effective newmethods for generating geno-

mic modifications based on synthetic nucleases have recently appeared, but came

too late to include in the initial release of this volume.These and untold other

technologies will no doubt occupy the pages of future editions in this series, devoted

to this magnificent living tool for biological discovery.

Appreciation for the richness of technology available to C. elegans researchers,

only partially captured in the current volumes, has been expressed in many ways,

even beyond scientific activity. Two of the traditions at the biennial International

C. elegans meeting are the Worm Show, an evening comedy variety show, and the

Worm Art show, in which artistic members of the worm community pay homage to

the animal through visual arts, films, and crafts, including clothing and even cuddly

stuffed toys. Upon further reflection, perhaps those of us who have dedicated so

many years to pursuing the wonderful mysteries of C. elegans, and appreciative of

the many gifts that it has generously yielded, have indeed developed a deep and

abiding fondness for the modest little creature after all.

Joel H. Rothman and Andrew Singson

August, 2011
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Abstract
At present, the principal goal of mapping is to establish correspondence between a

mutation identified via a change in phenotype and an alteration in the DNA sequence

of the genome. Recent advances in molecular biology and bioinformatics have greatly

facilitated this procedure, but certain standard methods, such as the three-factor cross,

continue to be extremely useful for high-resolution mapping and separation of tightly

linked mutations. This chapter provides both general guidelines and specific proce-

dures for the characterization and mapping of newly isolated mutations inC. elegans.

Procedures are included for dealing with mutations that cannot be propagated as
. 3
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4 Eric J. Lambie
homozygotes, as well as mutations that can only be scored in specialized genetic

backgrounds, for example, suppressor, enhancer, and modifier mutations.
I. Introduction
In 1974, Sydney Brenner outlined the essential methods for genetic mapping in

C. elegans and described the relative positions of nearly 100 different loci distributed

across the six linkage groups (Brenner, 1974). This provided the fundamental

framework upon which the current genetic map has been built. Brenner used a

combination of two- and three-factor mapping methods to determine the relative

positions of loci along each chromosome. Subsequent workers have described

methods for using deficiencies (i.e., deletions) (Rogalski et al., 1982; Sigurdson

et al., 1984), free duplications (Bullerjahn and Riddle, 1988; McKim and Rose,

1990), and translocations (Albertson, 1984; McKim et al., 1988; Rosenbluth and

Baillie, 1981; Sigurdson et al., 1986) to determine gene locations. See Fay (2006) for

an extensive discussion of gene mapping methods in C. elegans. Since the three-

point cross is arguably the single most useful standard mapping cross, its use is

described in Sections VIB and VII.

With the advent of gene cloning technology, a progressively sophisticated series of

methods have been enlisted to establish direct correlations between genetically

defined loci and the DNA sequence of the genome. These began with Southern

blot-based methods such as RFLP (restriction fragment length polymorphism) map-

ping (Ruvkun et al., 1989) and transposon tagging (Collins et al., 1987; Moerman

et al., 1986), and evolved into higher-resolution, high-throughput techniques for

detecting polymorphisms (Davis et al., 2005; Flibotte et al., 2009; Fuhrman et al.,

2008; Jakubowski and Kornfeld, 1999; Shelton, 2006; Swan et al., 2002; Wicks et al.,

2001; Williams, 1995). Drastic reductions in the cost of whole genome sequencing

(WGS; also termed resequencing), have now made it feasible to ‘‘map’’ mutations

simply by sequencing the entire genome of a strain that carries the newly isolated

allele (Hobert, 2010). Since the standard conditions that are used for mutagenesis

generate hundreds of mutations within the genome (Flibotte et al., 2010; Sarin et al.,

2010), combiningWGS and mapping can greatly reduce the number of candidate loci

that need to be considered (Doitsidou et al., 2010). The purpose of this chapter is to

describe the fundamental principles and practices involved in establishing the basic

genetic properties of a newly isolated mutation and also to discuss the use of methods

for determining the correspondence between a newly isolated genetic mutation and

the causative sequence alteration(s) within the genome.
II. Mutant Origination
Mutations typically are identified via forward genetic screens, since these pro-

vide a powerful method for identifying both loss-of-function and alteration-of-

function alleles of any given gene of interest. Hundreds of different single-mutant
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phenotypes have been identified, but for the practical purpose of mapping, these

can be divided into two categories: homozygous viable and homozygous inviable.

Since different strategies are required for each of these, they are considered sepa-

rately below.

Many genetic screens involve searching for mutations that have no detectable

phenotype in an otherwise wild-type background. These include suppressor,

enhancer, and synthetic lethal screens, as well as screens that depend on specialized

markers (e.g., GFP reporters) for detection of the mutant phenotype. The underlying

strategy for mapping such mutations is similar to that used for mutations that can be

scored independently, but also includes consideration of events that affect the pri-

mary locus. Therefore, these are also considered in a separate section.

Although the procedures described herein will be applicable to most newly

identified mutations, it is not possible to anticipate all potential idiosyncrasies that

might be encountered for a given mutant stock. Therefore, it may be necessary to

make appropriatemodifications for temperature effects, growth rate, pleiotropy, sex-

specificity, and other factors.
III. Mutations That Can Be Propagated as Homozygotes
These include visible mutations such as the standard dpy and unc loci that were

used to define the initial genetic map ofC. elegans. In this chapter, I will use the term

‘‘New’’ to denote the phenotype that has been sought when isolating new mutations,

and the terms new-1(+) and new-1(*) to indicate, respectively, the wild-type and

mutant alleles of the affected locus. Although unlikely, it is possible that New is a

synthetic phenotype, that is, it results from mutations in more than one gene. In the

case of two unlinked genes, the genotype would be written as new-1(*); new-2(*). If

multiple mutations are responsible for the mutant phenotype, this is usually obvious

from the results of the initial mapping cross (Fig. 1). However, if the mutations are

linked to each other (written new-1(*) new-2(*)) this might not be clear until after

further tests of gene identity have been performed.
A. Preliminary Mutant Characterization
Before proceeding with mapping crosses, address the following two issues.
1. Mutant Similarity
Use available information resources (e.g., WormBase, PubMed) to determine

whether the mutant phenotype fits the profile of any previously identified genes,

or if it is similar to that of other mutations that were identified in the same mutant

screen. If either of these conditions holds, then the most efficient course of action is

to perform a complementation test to assess allelism and/or proceed directly with
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Fig. 1 Flowchart for characterization of newly isolated mutations. Overall progression and major

conclusions are diagrammed. See text for details and caveats.

6 Eric J. Lambie
WGS. Despite the large number of mutations induced by standard mutageneses

(Anderson, 1995; Flibotte et al., 2010; Sarin et al., 2010), if a particular gene is

found to be mutated in each of two independently isolated, non-complementing

mutants, then it is overwhelmingly likely that this is the gene of interest. In this

case, it is important to sequence non-mutant siblings from the same mutant screen to

rule out mutations that have occurred spontaneously during growth of the stock.
2. Assessment of Penetrance
Examine the full brood of at least three individual New hermaphrodites. To do

this, pick a single L4-stage New hermaphrodite onto each of three seeded plates.

After 24 h (at 20�), transfer each hermaphrodite to a new seeded plate, and repeat the

transfer at 12 h intervals until the hermaphrodites are purged (have run out of

sperm). Examine each plate daily for the presence of unhatched eggs (indicating

embryonic lethality) or slow-growing/arrested larvae. If possible, score every animal

on the plate for the New phenotype.
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a)
 If 100% of the progeny are New and the brood size is fairly large (>250), without

evidence of any slow growers or lethals, then the stock is true breeding with

complete penetrance.
b)
 If a significant fraction of the progeny are sickly or inviable, but all of the

survivors are New, then this is probably due to either the presence of a separate

mutation (‘‘sick-1(*)’’) in the strain, or multiple phenotypic effects (pleiotropy)

of the new-1(*) mutation. Although less likely, it is also possible that the strain

has a balanced lethal genotype, for example, new-1(*) sick-2(+)/new-1(+) sick-2

(*), where new-1(*) has a dominant New phenotype, and new-1(*) and sick-2(*)

are each lethal when homozygous. sick-2(*) could be a single gene mutation in a

locus that is fairly tightly linked to the new-1 locus, or it could be a chromosomal

alteration, such as a deletion, inversion, or translocation. It is not essential to

distinguish between these possibilities prior to the initiation of mapping crosses.
c)
 If there is no evidence of lethality, but <100% of the progeny exhibit the New

phenotype, then either the mutation has incomplete penetrance or it is not

homozygous (which could occur if new-1(*) is dominant). Clone 12 New her-

maphrodites and three non-New hermaphrodites and examine their progeny. In

the case of a true-breeding stock with incomplete penetrance, each clone should

exhibit the same percentage of New progeny. If the mutation was previously not

homozygous, then a subset of the New clones should exhibit 100% penetrance.

These should then be used for further analysis.
B. Mapping Crosses
Traditional methods for mapping using visible markers and balancer chromo-

somes have been well described. These methods are still necessary in some cases;

however, the overwhelming majority of mutations that have been induced in N2

Bristol-derived strains can be successfully mapped by outcrossing to the polymor-

phic wild-type Hawaiian strain, CB4856 (available from the Caenorhabitis Genetic

Stock Center).
1. Mutations with 100% Penetrances
Set up a cross between CB4856 and your New stock. To do this, use a pick to

transfer a small amount of E. coli (�3 mm diameter glob) onto the center of an

unseeded plate. Add 8–10 young adult/L4-stage CB4856 males and 3–4 young adult

New hermaphrodites (presumed genotype new-1(*)/new-1(*)). Incubate the plate at

20� for 3 days, and then inspect the progeny. If all of the progeny are New, and males

are not present, then the cross was probably not successful and should be repeated,

adding �20 L4-stage males and 5–6 L4/young adult-stage hermaphrodites.
a)
 Recessive Autosomal Mutations.

The most likely result is that the progeny will consist of a mixture of New self-

progeny hermaphrodites, plus non-New cross-progeny hermaphrodites and
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males. If this result is observed, then new-1(*) is recessive, autosomal, and

(assuming a single locus is involved) a zygotically provided copy of new-1(+)

is sufficient to confer a wild-type phenotype. However, this result does not

exclude the possibility that a maternally expressed copy of new-1(+) can also

confer a wild-type phenotype, and this will be tested by examining the F2s, as

described below. Note that this result is also consistent with the unlikely possi-

bility of a paternal effect mutation (phenotype usually determined by genotype of

sperm; see Browning and Strome (1996), Hill et al. (1989), Seidel et al. (2008),

but also Darby et al. (2007)).

Next, pick a single non-New F1 hermaphrodite onto each of 10 plates, incubate at

20� for 4 days (assuming that New is optimally scorable in adults), and then

inspect the progeny.

i) Zygotic-Effect Mutations.

Themost likely result is that�1/4 of the F2 progeny are New. In this case, it is

highly likely that a single gene recessive, zygotic-effect mutation is respon-

sible for the mutant phenotype (i.e., phenotype is determined by the genotype

of zygote). TheNew progenywill have genotype new-1(*)/new-1(*), and thus

be homozygous for N2 sequences in the vicinity of the new-1 locus. Pick New

and non-New F2s for SNP mapping, as described in Section VI.

ii) Partial Maternal Effect Mutations.

If New F2s are present, but the fraction is less than 1/4, but clearly greater

than 1/16, then it is likely that the new-1(+) allele present in the F1 her-

maphrodite confers partial maternal rescue of the homozygous new-1(*)

progeny. If the fraction of New F2s is � 1/16, then it could be that more

than one locus is responsible for the New phenotype and/or that partial

maternal rescue occurs. These possibilities will be resolved by the mapping

data. Regardless of the basis for incomplete penetrance in the F2s, animals

that are New are likely to be homozygous for new-1(*) (or both new-1(*) and

new-2(*) if two loci are involved). Pick New and non-New F2s for SNP

mapping, as described in Section VI.

iii) Recessive X-linked Mutations

The next most likely result is that all of the hermaphrodite progeny are non-

New, but all of the F1 males are New. In this case, new-1 is almost certainly

X-linked. In this case, use the F1 hermaphrodites to proceed with SNP

mapping as for autosomal recessive mutations. Note, this result is also

consistent with the unlikely possibility that new-1(*) is specifically domi-

nant in males. This is rare, but has been observed (Barton and Kimble, 1990;

E.J.L., unpublished), and should be considered if candidate genes on the X

do not satisfy confirmatory tests.

iv) Dominant and Maternal Effect Mutations

If both males and hermaphrodites are present among the F1 progeny, but all

are New, then it is likely that either new-1(*) has a dominant zygotic effect or

new-1(*) has a strict maternal effect (i.e., phenotype of progeny is solely
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determined by the genotype of the mother; new-1(*) could be either domi-

nant or recessive, since the mother is homozygous). An alternative possibil-

ity is that the cross was unsuccessful and the new-1(*) stock has a Him (high-

incidence males) phenotype; this can be resolved simply by inspecting the

original new-1(*) stock for males and then repeating the cross, using purged

hermaphrodites if necessary (see below).

In cases where new-1(*) appears to be dominant and/or has a maternal effect,

the mapping cross will need to be repeated using purged hermaphrodites.

To obtain purged hermaphrodites, pick � 20 young adult New hermaphro-

dites onto a seeded plate and incubate at 20�. After 48 h, transfer the adult
worms to a fresh plate and inspect them to see if any have expended their

sperm. Early-stage purged hermaphrodites will have unfertilized oocytes in

the uterus. Unlike fertilized eggs, these lack an eggshell and give the uterus a

fairly homogeneous, light brown appearance. As the hermaphrodites run out

of sperm, they will begin to lay unfertilized oocytes on the plate. These

superficially resemble fertilized eggs; however, they are soft and easily

ruptured, typically degenerating into irregular brown blobs within the E. coli

lawn. Late-stage purged hermaphrodites will have an empty uterus and the

oocytes within the proximal oviduct will be compressed to give a ‘‘piano

key’’ appearance. If you are uncertain, it is better to pick slightly later-stage

purged hermaphrodites; however, if they are too old they might not produce

progeny in response to mating.

Set up the mapping cross using 10–20 young adult CB4856 males and 3–10

purged New hermaphrodites. Incubate at 20� and inspect after 24 h. If no

eggs are present on the plate, then the hermaphrodites were too old and the

cross needs to be repeated. If eggs are present, then incubate at 20� for an
additional 48 h, then inspect the F1 progeny. If the hermaphrodites were fully

purged, then �50% of the progeny should be males.

Clone 10 young adult F1 hermaphrodites. Incubate at 20� for 24 h, then

transfer each to a new plate, and continue incubation at 20�. Inspect the F2
progeny 4 days after the hermaphrodites were initially cloned (assuming that

New is optimally scorable in adults).
b)
 Dominant Zygotic Effect

If substantially more than 25% (and up to 75%) of the F2s are New, this is

consistent with a dominant/semi-dominant, zygotic-effect mutation. Pick New

and non-New F2s for SNP mapping, as described in Section VI.

A dominant maternal effect mutation that has incomplete penetrance could

also produce this ratio, and this should be considered if the SNP mapping

procedure does not provide evidence of linkage. Note that such results are also

consistent with the unlikely possibility that the New phenotype is due to a

mutation in the mitochondrial genome. If desired, this possibility can be tested

by determining whether new-1(*) can be transmitted through males (see

Tsang and Lemire, 2002).



10 Eric J. Lambie
c)
 Recessive Maternal Effect

If 100% of the F2s are non-New, this suggests that new-1(*) has a recessive

maternal absence effect (a singlematernal copy of new-1(+) is sufficient to rescue

the mutant phenotype). In this case, homozygotes can be identified by examining

the F3s. Pick 100 adult F2 hermaphrodites onto two or more seeded plates, allow

them to lay eggs for 90 min, then either pick them off or rinse them off with M9

buffer (the eggs will stick to the plate). Once the F3s have reached a stage where

the mutant phenotype is scorable, pick New and non-New animals for SNP

analysis as described in Section VI. New animals will be new-1(*)/new-1(*)

(assuming that nomales are present on the plate), since theymust have been derived

from homozygous mothers. Non-New animals have only a 1/6 chance of being

new-1(*)/new-1(*), since only 2/3 of them will be derived from new-1(*)/new-1(+)

mothers.
d)
 Dominant Maternal Effect

If 100% of the F2s are New, this suggests a dominant maternal effect mutation (or

a mitochondrial mutation; see above). Both of these are expected to be rare

classes. For dominant maternal effect mutations, the same procedure is used as

for recessive maternal effect mutations, bearing in mind that the non-New

progeny are the more informative class, since they will be homozygous for the

CB-derived SNP.
2. Mutations with Incomplete Penetrance
If the New phenotype has incomplete penetrance in the original stock, then it is

advisable to use purged hermaphroditeswhen crossingwith CB4856males since this

will eliminate the background of self-progeny. The interpretations of cross results

and subsequent mapping procedures are very similar to those for fully penetrant

mutations. However, the fraction of progeny exhibiting the mutant phenotypewill be

diminished, which may make it difficult to determine whether maternal rescue

occurs and/or multiple genemutations are involved. Nevertheless, the surest strategy

is to pick multiple independent New and non-New animals of the appropriate

generation after outcrossing to CB4856, and then perform SNP mapping as

described in Section VI.
IV. Mutations That Cannot Be Propagated as Homozygotes
If the new-1(*) mutation arises in a screen that was not specifically designed to

recover sterile/lethal mutations, then the stock will have to be maintained by cloning

the new-1(*)/new-1(+) and new-1(+)/new-1(+) siblings of New animals and scoring

their progeny to identify plates that carry new-1(*). This is not a practical long-term

solution, so new-1(*) should be placed over a balancer chromosome as soon as

possible (see Ann Rose’s chapter on balancer chromosomes in this volume). As
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for mutations that are homozygous viable/fertile, apply the criteria in Section III.A.1

prior to proceeding further.
A. Mapping with an Unbalanced Mutation
If no map position has yet been established, set up a cross with 10–15 young adult/

L4 males of strain CB5600 (genotype: ccIs4251[myo-3::GFP] I; him-8(e1489) IV)

and 6–10 hermaphrodite progeny obtained from aworm of genotype new-1(*)/new-1

(+). ccIs4251 is an insertion near the center of chromosome I (map position + 4.0)

that dominantly expresses GFPwithin bodymuscle nuclei. CB5600 is available from

the Caenorhabditis Genetic Stock Center. Incubate at 20� for 3 days, then use a

dissecting microscope equipped with GFP optics to inspect the progeny. If GFP(+)

New males are present (and GFP(+) New hermaphrodites are absent), then new-1 is

very likely on the X chromosome. If none of the GFP(+) progeny are New, then clone

12 GFP(+) F1 hermaphrodites and incubate at 20�. After 4 days, inspect the progeny
to identify plates that carry the new mutation. If new is unlinked to ccIs4251, then

75% of the New progeny will be GFP(+).

In parallel to cloning the GFP(+) F1 hermaphrodites, set up a cross with 10–20 F1

males and 5–8 CB4856 hermaphrodites. If new-1 is not found to be linked to

ccIs4251, then clone 24 GFP(+) hermaphrodite progeny. Incubate these at 20�, then
score each plate for the presence of New progeny. Approximately four of these plates

should segregate New offspring. Pick New and non-New progeny for SNP mapping

as in Section VI.
B. Mapping with a Balanced Mutation
The exact procedure to be followed will depend on the properties of the balancer

chromosome. For example, if new-1(*) is being kept across from a balancer chro-

mosome that carries a GFP marker, then one can cross CB4856 males with the

balanced strain and pick non-New non-GFP F1 hermaphrodites. Self these, then pick

New and non-New F2s for SNP analysis as in Section VI.
V. Modifier Mutations

A. Types of Modifiers
A typical modifier screen begins with animals that are homozygous for a

primary mutation, prim-1(*). The prim-1(*) allele could be dominant, as in the

case of an integrated GFP expression reporter, or recessive, as in the case of a

typical loss-of-function mutation. To perform the screen, prim-1(*) animals are

mutagenized and progeny are then screened in the F1 or subsequent generations

for animals that are Mod, that is, exhibit some modification of the Prim
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phenotype. Most likely this will be either an exaggeration of the Prim phenotype

(enhancement), or a reduction/elimination of the Prim phenotype (suppression).

It is also possible to identify modifier mutations that cause a qualitative change in

the Prim phenotype (neomorphism), particularly in the case of a GFP expression

reporter, where loss-of-function mutations that affect the specification or differ-

entiation of cells that express the reporter can lead to an altered expression

pattern (e.g., if the labeled cell is eliminated, duplicated, or mispositioned). In

some cases, modifier screens are performed that involve primary mutations in

more than one locus, for example, a loss-of-function allele, prim-1(*), in com-

bination with an integrated GFP reporter, prim-2(*) (Grote and Conradt, 2006;

Hammarlund et al., 2009; Hatzold and Conradt, 2008; Nehme et al., 2010). When

performing mapping and characterization, the same fundamental principles apply,

but attention must be given to maintaining both prim-1(*) and prim-2(*) through

the mapping procedures.
B. Initial Characterization
The first experimental step in characterization of a Mod stock is to determine

whether the prim-1 locus itself has been affected. For example, if prim-1(*) is aweak

loss-of-function allele, then second-site mutations within prim-1 could potentially

result in either enhancement or suppression of the Prim phenotype, depending on the

nature of the modifier allele. Or, if prim-1(*) is an integrated GFP reporter, mutation

of the reporter (or recombination, in the case of integrated extrachromosomal arrays)

could result in attenuation of GFP expression.

The simplest method for determining whether the prim-1 locus has been altered in

a given Mod stock is to perform an outcross to a non-Mod prim-1(*) stock. I will

illustrate this procedure by using an example of a modifier screen that was per-

formed in my laboratory:
C. An Example: Mapping Suppressors of gon-2(q388)
We began with a strain of genotype gon-2(q388) unc-29(e1072). gon-2(q388) is a

recessive, temperature-sensitive, loss-of-function mutation that causes a highly

penetrant gonadless/sterile phenotype when animals are raised at restrictive temper-

ature (Sun and Lambie, 1997). unc-29 is tightly linked to gon-2, and the e1072 is a

recessive allele that causes a mild, but easily scorable Unc phenotype. The unc-29

(e1072) mutation serves two purposes: it enables cross progeny to be distinguished

from self-progeny during outcrossing, and it allows identification of revertant muta-

tions within gon-2 based on linkage. We mutagenized gon-2(q388) unc-29(e1072)

hermaphrodites, and then raised progeny at the restrictive temperature to select for

fertile Mod derivatives (Church and Lambie, 2003).

For initial characterization, hermaphrodites from each Mod stock were crossed

with males of genotype gon-2(q388); him-8(e1489) that had been raised at
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permissive temperature. These crosses were done at permissive temperature and F1

cross progenywere identified based on their non-Unc phenotype. F1 hermaphrodites

were then selfed at restrictive temperature to obtain information regarding linkage

and dominance of the modifier mutations.

Approximately half of the modifier mutations behaved as expected for single gene

dominant alleles, with >50% of the F2 progeny exhibiting fertility. Some of these

appeared to be intragenic revertants in gon-2, since all of the Unc progeny were

fertile, and this was confirmed by DNA sequencing (E.J.L., unpublished). Most of

the dominant mutations were clearly unlinked to gon-2, since �25% of the Unc

progeny were sterile. Due to their dominant nature, these mutations could not be

tested for allelism via complementation testing. However, we deduced that each was

X-linked, because when we crossed F1 males (genotype gon-2(q388); mod/0) with

hermaphrodites of genotype gon-2(q388) unc-29(e1072) and raised the progeny at

the restrictive temperature, nearly all of the non-Unc hermaphrodite progeny were

fertile, but nearly all of the male progeny were gonadless; through positional cloning

and sequencing we subsequently determined that all were alleles of the same gene,

gem-1 (gon-2 extragenic modifier) (Kemp et al., 2009).

Among the recessive mutations, a few were clearly linked to unc-29, since all of

the Unc F2 progeny were fertile. These were confirmed to be intragenic revertants of

gon-2 by DNA sequencing. The other Mod strains segregated � 25% fertile F2

progeny, consistent with a single gene recessive mutation. We tested these for

linkage to him-8 by cloning fertile F2s and scoring the Him phenotype (i.e., exam-

ining their broods for the presence of high frequency males). In two cases, approx-

imately 25% of the fertile F2s were homozygous for him-8(e1489), indicating a lack

of linkage. We subsequently used conventional mapping methods to assign these

mutations to chromosomes II (gem-2) and III (gem-3) (E.J.L., unpublished). In the

other cases, few if any of the fertile F2swere Him, suggesting that themutationswere

balanced by him-8(e1489) on chromosome IV. These mutations failed to comple-

ment each other, andwe used positional cloning and sequencing to assign them to the

same gene, gem-4 (Church and Lambie, 2003).
D. General Strategies for Modifier Mutations
Essentially the same methods that we used for characterizing suppressors of

gon-2 can be applied for the initial characterization of any Mod mutations. In the

case of extragenic Mod mutations, one would then apply the following strategy

(e.g., with prim-1 tightly linked to unc-29). Cross hermaphrodites of genotype

prim-1(*) unc-29(e1072); mod-1(*) with CB4856 males. Pick one non-Unc F1

hermaphrodite onto each of 10 plates. For a zygotic-effect mutation, proceed with

SNP mapping as in Section VI by picking Mod and non-Mod F2s. For maternal

effect mutations, pick 100 F2s onto each of two plates, allow them to lay eggs for

1–2 h, and then rinse off with M9 buffer to remove adults. Pick Mod and non-

Mod F3s for SNP mapping.
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VI. SNP Mapping
Assuming that only a single gene mutation is involved, the genotype of the F1s

derived from crossing a New mutant stock with CB4856 is new-1(*)/new-1(+),

where the new-1(+) allele is present on a CB4856-derived chromosome. Since

each F2 contains two independently derived recombinant genomes, for a section

of the genome that is unlinked to new-1 a given individual has equal likelihood

(25%) of being homozygous for either N2 sequence or CB4856 sequence, and

50% likelihood of being heterozygous. However, at the new-1 locus, individuals

that are homozygous for new-1(*) will have a 100% likelihood of being homo-

zygous for N2 sequence (and 0% chance of being heterozygous). As the distance

between a particular sequence and the new-1 locus increases, the likelihood of

SNP heterozygosity increases (up to a maximum of 50% at 50 cM). Since C.

elegans chromosomes are only 50 cM in length, and the majority of the genes on

each chromosome are located within the central gene clusters, assignment to

linkage group can usually be accomplished by testing only five centrally situated

SNPs, as described below (for recessive mutations, X-linkage can usually be

determined by inspecting the F1 progeny; dominant X-linked mutations are

distinguishable since F1 mutant males will transmit to 100% of their hermaph-

rodite progeny, but none of their male progeny. If the mutation prevents males

from mating, methods comparable to those used for autosomal mapping must be

used).
A. Bulked Lysate Analysis
Currently, the easiest method for SNP mapping is bulked lysate analysis

(Wicks et al., 2001). Here, I describe the use of ARMS-PCR (annealing restricted

marker system; Ye et al., 2001) for bulked lysate SNP analysis. This method uses

sequence-specific primer annealing to permit the assessment of SNPs that do not

alter restriction enzyme cleavage sites. Note, that by the time this chapter is

published technical advances and cost reductions might permit WGS to be eco-

nomically substituted for SNP mapping at this stage of the analysis

(Doitsidou et al., 2010).
1.
 Set up two experimental lysates, one with New worms and the other with non-

New worms. Also set up three control lysates, one with only N2 worms, one

with only CB4856 worms, and one with equal numbers of CB4856 and N2

worms. To make a lysate, pick 100 animals into a PCR tube containing 200

mL of lysis buffer (50 mM KCL, 10 mM Tris pH 8.3, 2.5 mM MgCl2, 0.45%

NP-40, 0.45% Tween-20, 0.01% gelatin; keep stock frozen at �20�, thaw and

add proteinase K to 100 mg/mL immediately prior to use (Williams et al.,

1992)). Transfer the tube to �70�. After incubating at �70� for at least

10 min, transfer the tube to a PCR machine set to 60� for 4 h, followed by

95� for 15 min.
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Set up five reaction tubes for each lysate, one for each primer set (Table I):
Reagent Amount per reaction:

H2O 3.5 mL
50 mM MgCl2 0.1 mL
Primer mix (6.25 pmol/mL each)a 0.4 mL
Taq Master Mix (Promega 9PIM750) 5.0 mL

a Except for primers o1295 and o1312, which should be at 3.12 pmol/mL)
ble I
MS-PCR primers

omosome I = pkP1114

87 TTTCGGAATCAGTTTTATCTTGACG

88 TCCAACGATGCTTCAACCGC

89 TGTTTCAATTCTACGAGGCAAGATA

90 TCATCCTTGTCCCAGACTACAATCT

product: �280 bp

4856 product: �200 bp

omosome II = pkP2149

73 AAAAAACTTGAAGGAGACCGAGAC

74 ACCATCGCATTTGCTTCAGATCAG

75 TTCTTCTCGTGAAACAGCTTCATCA

76 ATTTCATTTGCAGCTCGGTAACATT

product: �225 bp

4856 product: �350 bp

omosome III = ce3-171

11 GGTGTTGGACCAGCTTTTGCG

12 GGATTTGGCGGAATCTATCACCTG

13 CGACCTTCTGCGTCAGTATTGTTGA

14 AAAATTCGGCGGTCTTCATGAACTT

product: �350 bp

4856 product: �450 bp

omosome IV = ce4-167

04 GCATTATTGTTTTCCGATTTTAAATG

05 GCTCAGGACGATACATGTTTAAAAT

06 TCACACGATACATCAAAGGAGTATC

07 TTCAACAACATAAACGTTCTGTGGA

product: �190 bp

4856 product: �175 bp

omosome V = ce5-15

95 TTTTTACTGTCAAATCGTCATGAGA

96 AAGTACTGGCCAAATTTCAACGATC

97 CCTCGTTGTTCGTTTCAGGAAATTA

98 GGGCATATTAATGATAAGGGTTGCA

product: �200 bp

4856 product: �350 bp
GAT

TCG

CAA

ACAT

ACT

TTC

dilute 1:2 (125 uM);

GTC

GGTA

GTC

TTC

GCT diluted 1:2 (125 uM)

AAT

TGT

AAA
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Preheat the PCR machine block to 95�, add the tubes, and then run the following
program:
1. 95� :30

2. 67� :30–1.0 per cycle

3. 72� :30

4. Go to 1 12 times

5. 95� :30

6. 55� :30

7. 72� :30

8. Go to 5 24 times

9. 72� 2:00

10. 22� For ever
. 2 An example of ARMS-P

r different zygotic-effect rece

omosome I, whereas new-3 is l

is amplified from both N2 and

size markers used are pGEM

4856-specific bands are 222, 1
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inked to the SNP on chromosome IV. Arrowhead

CB4856. Arrows indicate lower products specif
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79, and 126 bp).
4.
 Run half of the sample for each reaction on a 4% agarose gel. If your reaction

conditions areworking properly, for each primer set you should see an upper band

that is present in all lanes (arrowhead in Fig. 2), one lower band that is specific to

N2, and another lower band that is specific to CB4856 (arrows in Fig. 2). The two

lower bands may not be of equal intensity in the lysate that contains both N2 and

CB4856 worms; however, their intensities relative to each other should remain

constant in any lysate that contains equal amounts of N2 and CB4856 DNA at a
I and IVare shown for

inked to the SNP on

indicates upper band

ic to N2 and CB4856.

plet near the N2- and
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given site. If you are working with a recessive mutation, then linkage to a SNP is

indicated by an increase in the ratio of N2:CB in the lysate made from New

animals. If you are working with a dominant mutation, then linkage is indicated

by an increase in the ratio of CB:N2 in the lysate made from non-New worms. If

two unlinked mutations are responsible for the New phenotype, then you are

likely to see evidence of linkage to two different SNPs. Note that Seidel et al.

(2008) have shown that the distal left arm of chromosome I is refractory to

becoming homozygous for CB4856 sequences after intercrossing between N2

and CB4856.
B. After Bulked Lysates
Thousands of sites that are polymorphic between N2 and CB4856 have been

identified and these can be accessed through WormBase. For extensive lists of

SNPs and methods for their detection, see Davis et al. (2005), Fuhrman et al.

(2008), Jakubowski and Kornfeld (1999), Shelton (2006), Swan et al. (2002), and

Wicks et al. (2001). These SNPs can be used for bulked lysate analysis, or they can

be used to analyze lysates made from individual animals if one wishes to obtain

multipoint mapping data. However, fairly large sample sizes are needed in order to

achieve high resolution when multipoint mapping is done this way.

In order to achieve high-resolution SNP mapping data, it is necessary to place the

new-1(*)mutation on the same chromosome as a marker mutation. This is typically

done using a standard three-point cross (Fig. 3). For example, if SNP mapping data

indicated that new-1 is situated within/near the chromosome II gene cluster, then one

would construct a strain of genotype new-1(*)/dpy-10(e124) unc-4(e120), then pick

Dpy non-Unc and Unc non-Dpy recombinants (e124 and e120 are both recessive). If

new-1 is to the left of dpy-10, then approximately all of the Unc non-Dpy recombi-

nants will carry new-1(*) on a recombinant chromosome of genotype new-1(*)

unc-4(e120). If new-1 is to the right of unc-4, then approximately all of the Dpy

non-Unc recombinants will carry new-1(*) on the recombinant chromosome. If new-

1 is between dpy-10 and unc-4, some recombinants of each class will carry new-1(*)

and some will not. Thus, this procedure not only generates a chromosome where

new-1(*) is adjacent to a recessive visible marker, but also provides information

about map position.

In order to perform SNP mapping, CB4856 males are crossed with a strain that

carries a marked new-1(*) chromosome, for example, dpy-10(e124) new-1(*), to

generate F1s of genotype dpy-1(e124) new-1(*)/dpy-10(+) new-1(+). This strain is

not balanced, but it can be propagated by cloning wild-type animals and verifying

that they segregate Dpy New progeny. Mapping is then done by cloning Dpy non-

New and New non-Dpy recombinants, making lysates and scoring SNPs by PCR.

Given the high density of SNPs, this is a very powerful method for gene mapping.

However, depending on the nature of the New and marker phenotypes, picking

recombinants can be tedious and/or difficult, so this method is being replaced by

WGS technology whenever possible.
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Fig. 3 An example of a three-factor cross. Amutation that has been only roughly mapped could be either

within or outside the interval defined by the marker mutations. Note that if new-1were situated between the

dpy and unc loci, but very near the dpy locus, it would produce the same results as if new-1were to the left of

dpy (and likewise for the unc locus). Since the dpy and unc loci are fairly close to each other, nearly all of the

Unc non-Dpy and Dpy non-Unc recombinants will carry one recombinant chromosome and one parental

chromosome of genotype dpy(�) new(+) unc(�).
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VII. WGS and Beyond
Once the approximate map position of new-1 has been determined by SNP

mapping, the most efficient strategy is to proceed with WGS using the methods

described by Sarin and Flibotte (Flibotte et al., 2010; Sarin et al., 2010). Since these

methods are designed for strains that are homozygous viable and fertile, they need to

be adapted for sterile/lethal mutations. In the case of sterile mutants, it is technically

feasible (albeit laborious) to pick 5000–10,000 homozygotes derived from a bal-

anced stock, then purify DNA and proceed with WGS (O. Hobert, personal com-

munication). For lethal mutations, WGS could be done using DNA purified from

animals of genotype new-1(*)/Bal. However, much higher-fold coverage than usual

would be necessary in order to distinguish heterozygous mutations from background

(O. Hobert, personal communication), so this could be an expensive option.

Regardless of whether the mutation being mapped is homozygous viable or not,

it is highly likely that multiple mutations will be present within the vicinity of the

new-1 locus, so additional work will be necessary to determinewhich corresponds to

new-1(*) (Flibotte et al., 2010; Sarin et al., 2010). Multiple criteria need to be

applied in order to make this determination. The correct locus is likely to: a) confer

transformation rescue of new-1(*), b) produce a New phenotypewhen inactivated by
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RNAi, c) produce a New phenotype (or fail to complement new-1(*)) when inacti-

vated by deletion, d) contain sequence alterations when new-1(*) is reverted, e)

contain sequence alterations when additional alleles are isolated by screening for

alleles that fail to complement new-1(*), f) invariably correlate with the New

phenotype when recombination events are selected for in the vicinity of new-1.

Since this last criterion is arguably the most definitive and also the most directly

pertinent to the subject of this chapter, I will describe the procedure below.

First, based on the combined data from SNP mapping and WGS, choose a pair of

recessive visible mutations that are likely to flank new-1. Ideally, neither mutation

will interfere with scoring the New phenotype. For example, if new-1 is situated

within the chromosome I gene cluster, dpy-5(e61) and unc-29(e1072) would be a

good choice since these encompass the entire cluster.

In the case of homozygous viable mutations, cross N2 males with new-1(*)

hermaphrodites, then mate the F1 males with dpy-5(e61) unc-29(e1072) her-

maphrodites. Clone 12 non-Dpy non-Unc L4-stage hermaphrodites and allow

them to produce self-progeny. Animals of genotype dpy-5(+) new-1(*) unc-29

(+)/ dpy-5(e61) new-1(+) unc-29(e1072) will segregate New:wild type:Dpy Unc

progeny in a 1:2:1 ratio. This is a balanced stock that can be maintained by

picking wild-type animals and ensuring that they continue to segregate the proper

phenotypes. Dpy non-Unc and Unc non-Dpy recombinant progeny will be pro-

duced by such animals and these can be cloned to obtain recombinant chromo-

somes (Fig. 4). Dpy non-Unc and Unc non-Dpy recombinants should be cloned

and their progeny scored for the New phenotype. If desired, animals can be

subcloned to obtain stocks that are homozygous for the recombinant chromo-

some, but this is not essential prior to scoring candidate mutations by PCR/

sequencing. The new-1(*) mutation should invariably correlate with the segrega-

tion of New progeny. If the New phenotype is synthetic, then more than one

mutation will always be present in New animals.

In the case of lethal/sterile mutations (e.g., if new-1 is in the chromosome I gene

cluster), cross new-1(*)/Bal hermaphrodites with wild-type males, then pick non-

Bal male progeny and cross them with dpy-5(e61) unc-29(e1072) hermaphrodites.

Clone non-Dpy non-Unc F1 progeny and self them to identify clones of genotype

dpy-5(e61) new-1(+) unc-29(e1072)/dpy-5(+) new-1(*) unc-29(+). This stock can

be maintained by picking wild-type animals and examining their progeny to ensure

that they segregate both Dpy Unc and New progeny. Next, clone Dpy non-Unc and

Unc non-Dpy recombinants from this stock and examine their progeny to determine

whether or not they carry new-1(*). Use PCR/sequencing to score candidate muta-

tions among the recombinants.

The number of recombinants that will need to be picked is dependent on the

spacing between candidate mutations. For example, the interval flanked by dpy-5

and unc-29 spans 3.5megabases (Mb). If two candidatemutations present within this

interval are separated by 0.5 Mb, then the likelihood that they are not separated by a

given recombination event is 6/7 = 0.857 (under the simplifying assumption

that recombination frequency is uniform across the interval). Therefore, if
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Fig. 4 Selecting for recombination in a given interval in order to separate candidate new-1(*) muta-

tions. The actualmutation corresponding to new-1(*) is likely to be flanked by other mutations induced by

the mutagenesis (or occurring spontaneously during strain propagation). Sites of sequence discrepancy

between the dpy(-) unc(-)marker chromosome and the new-1(*) chromosome are indicated by open and

filled circles, respectively. Recombination events in intervals B and C permit the bona fide new-1(*)

mutation to be distinguished from background mutations.
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21 recombinants are picked, the likelihood that at least one has a breakpoint between

these two candidate mutations is 1 – (0.857)21 = 0.96.
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Research onCaenorhabditis elegans involves the use of awide range of genetic and

molecular tools consisting of chromosomal material captured and modified for spe-

cific purposes. These ‘‘specialized chromosomes’’ come in many forms ranging from

relatively simple gene deletions to complex rearrangements involving endogenous
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chromosomes as well as transgenic constructs. In this chapter, we describe the spe-

cialized chromosomes that are available in C. elegans, their origins, practical consid-

erations, and methods for generation and evaluation. We will summarize their uses for

biological studies, and their contribution to our knowledge about chromosome biology.
I. Introduction
Caenorhabditis elegans researchers have at their disposal a large collection of

mutant strains and specialized chromosomes, constituting an extensive genetic toolkit

for genetic analyses. Specialized chromosomes are chromosome rearrangements that

have either been recovered in genetic screens or specifically constructed and adapted

for research purposes. They range in size from large reciprocal translocations to

single-gene deletions and in structure from major chromosomal rearrangements to

transgenic arrays. They may be inherited either as chromosomal insertions or extra-

chromosomal fragments. The collection includes a variety of chromosomal rearran-

gements, several types of transgenic arrays containing plasmid, cosmid, fosmid, or

reporter fusion constructs, inserted marker sequences, and naturally occurring var-

iants. Modifying chromosomes in order to address biological questions or obtain tools

for better research methodology is standard practice for C. elegans researchers,

who have adopted specialized chromosomes for a variety of purposes, including

maintenance of mutations, mapping, investigating gene expression, and the study

of specialized processes such as meiosis.

Traditionally, the best known and most commonly used type of rearrangement is

generically called a balancer, a term inherited from Drosophila genetics where chro-

mosomal rearrangements have been used to maintain lethal mutations (Muller, 1918).

Lethal mutations are so-called because they cannot be propagated as homozygotes.

The category includes those that arrest development as embryos, larvae, sterile adults,

or that produce progeny that cannot be maintained over successive generations. To

maintain these mutants, they must be kept as heterozygous strains. Thewild-type copy

of the gene may be present on the homolog or provided by gene duplication.

Balancers can be applied to a variety of tasks including strain construction,

maintaining existingmutations, and screening for newmutations. The best balancers

have reduced crossover frequencies in the balanced region, phenotypes that are

distinguishable as heterozygotes and are genotypically stable with low spontaneous

mutation frequencies.

It is possible to balance (maintain a genotype) using tightly linked markers (Rose

and Baillie, 1979) or by selecting for a dominant phenotype of the heterozygote

(Moerman and Baillie, 1979, 1981; Rogalski et al., 1982; Rogalski and Riddle,

1988) but in general chromosomal rearrangements are easier to use and more

effective (Herman, 1978). Chromosomal rearrangements that can be used as bal-

ancers are generally of two types. A major class comprises those that reduce or

eliminate recombination between a mutation-bearing chromosome and its wild-type

homolog. These include translocations, inversions, and some deletions. A second
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type of balancer provides a wild-type allele by means of an extrachromosomal or

integrated segment of DNA. This group includes duplications and transgenic arrays.

It is useful to have marked balancers expressing a recognizable phenotype

(Tables I–III). In some cases, the rearranged chromosome is lethal and the hetero-

zygote the only viable phenotype, which can be especially useful for growing large

numbers of animals for experimental purposes (Jones et al., 2007). Equally valuable

for strain maintenance are dominant markers. An excellent example of a dominant

marker is an insertion of a transgene that express GFP, such as myo-2::GFP, which

expresses GFP in the pharynx. Popular examples of balancers that have insertions of

myo-2::GFP are the inversion, mIn1 and the translocations, nT1 and hT2 (Table I).
A. Nomenclature for Chromosomal Rearrangements
C. elegans is a self-fertilizing hermaphrodite that produces both sperm and

oocytes. Males, which are XO (no Y chromosome), occur spontaneously as a result

of X-chromosome nondisjunction or loss (Brenner, 1974). The diploid genome

consists of six chromosomes, five autosomes (I–V), and a sex chromosome (X).

The genome is approximately 100 Mb in size and contains approximately 20,000

genes. To facilitate communication, C. elegans researchers have adopted a consis-

tent nomenclature (Horvitz et al., 1979). Genotypes are written as three or four

italicized (or underlined) lower case letters, for example, dpy, refers to the wild-type

DNA sequence of the gene. Protein products encoded by the genes are written in

upper case, for example, DPY. Phenotypes are written nonitalicized with an upper

case letter, for example, Dpy or written out in full, for example, dumpy, refers to the

phenotypic consequence of a mutation. The category of Dpy may be used for any

animal that has a short fat body and includes mutants in at least 30 dpy genes

(different DNA coding sequences). Each gene is distinguished by an Arabic number

separated from the general name by a hyphen, for example, dpy-5 and dpy-11 are

different genes. Gene names may also include a Roman numeral to indicate the

chromosome in which that gene maps (I, II, III, IV, V, X, as well as f for ‘‘free’’ or

unattached to a chromosome), for example, dpy-5 (I) indicates that dpy-5 is on

chromosome I. Specific mutations in the gene (alleles) are referred to by a lowercase

letter and Arabic number, for example, dpy-5(e61). The letter identifies the labora-

tory in which the mutation originated, for example, ‘‘e’’ is the laboratory in which

Sydney Brenner did his initial research on C. elegans. Each individual strain carry-

ing one or more mutations is identified by uppercase letters and Arabic numbers, for

example, CB61 is the original strain carrying dpy-5(e61). The laboratory in which a

strain was generated is identified by an uppercase letter combination, for example,

CB for Cambridge. However, whether or not a particular allele is dominant or

recessive, temperature sensitive, etc. is not indicated in the allele name and requires

further notation. When a strain is moved into a different genetic background (either

by outcrossing or mutagenesis), the new strain gets a new strain name. A full list of

laboratory designations is available in WormBase (www.wormbase.org).

http://www.wormbase.org/


Table I
Marked balancers commonly used in C. elegans

Balancer Region covered Marker Phenotype

Balancers with a dominant GFP marker

hT2 [bli-4 (e937)] IL IIIR [myo-2::GFP] Pharyngeal GFP

mInI [mIs14] (Edgley and Riddle, 2001) IIC [myo-2::GFP] Pharyngeal GFP

nT1[qIs51] (Belfiore et al., 2002;

Cui et al., 2006)

IVRVL [myo-2::GFP]

[pes-10::GFP]

[F22B7.9::GFP]

Pharyngeal GFP

Embryonic GFP

Intestinal GFP

Balancers with a recessive lethal marker

eT1 IIILVR [let-x (s2165)] Larval arrest

hIn1 (Zetka and Rose, 1992) IR [unc-75 (h1041)]

[unc-75 (h1042)]

Larval arrest

hT2 [bli-4 (e937)] [q782] (Jones et al., 2007a) IL IIIR [let-x (q782)] Larval arrest

mInI (Edgley and Riddle, 2001) IIC [let-552 (e2542)] Larval arrest

nT1 IVRVL [let-x (qIs50)] Larval arrest

Balancers with a recessive visible marker

eDp6 (Hodgkin, 1980) IIIL [unc-119] Uncoordinated

eT1 (Rosenbluth and Baillie, 1981) IIIRVL [unc-46 (e177)]

[bli-5 (s277)]

[dpy-11 (s287)]

[dpy-18 (e364)]

[sma-2 (s262)]

[sma-3 (e491)]

Uncoordinated

Blistered

Dumpy

Small

hIn1 IR [unc-54 (h1040)]

[unc-101 (sy241)]

[unc-75 (h1041)]

Uncoordinated

hT1 (McKim et al., 1988a) ILVL [unc-29 (e403)] Uncoordinated

hT2 [bli-4 (e937)] (McKim et al., 1988a, 1993) IL IIIR [dpy-5 (h659)]

[dpy-18 (h662)]

[unc-54 (e190)]

[unc-29 (h1011)]

[unc-59 (e261)]

[bli-4 (e937)]

Dumpy

Uncoordinated

Blistered

hT3 (McKim et al., 1993) IL XR [dpy-5 (e61)] Dumpy

mln1 (Edgley and Riddle, 2001) IIC [unc-4 (e120)]

[dpy-10 (e128)]

[rol-1 (e91)]

Uncoordinated

Dumpy

Roller

mT1 (Edgley and Riddle, 2001) IIR IIIR [dpy-10 (e128)] Dumpy

nT1 [unc-x (n754)] (Ferguson and

Horvitz, 1985)

IVRVL [unc-x (n754)] Uncoordinated

qC1 (Austin and Kimble, 1989) IIIL [dpy-19 (e1259)]

[glp-1 (q339)]

Dumpy,

Germ Line Proliferation

Abnormal

sC1 [D. Baillie, pers. comm.] IIIL [dpy-1 (s2170)] Dumpy

sC4 [D. Baillie, pers. comm.)] VR [dpy-28 (e428)]

[dpy-21 (e428)]

Dumpy

szT1[lon-2 (e678)] (McKim et al., 1992) IL XR [lon-2 (e678)]

[unc-29 (e403)]

Long

Uncoordinated

Note: L left; R right; C center. In C. elegans, details of the generation, types, and applications of chromosomal rearrangements, which allow lethal
mutations to be maintained stably over generations, have been reviewed in the WormBook, the online review of C. elegans biology (www.
wormbook.org).
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Specialized chromosomes also have an accepted nomenclature. Df for deficiencies

or deletions that are known to affect multiple genes, Dp for duplications, T for

translocations, In for inversions, and C for crossover suppressors (of unknown struc-

ture). Extrachromosomal transgenic arrays are designated Ex, while transgenic con-

structs that are inserted into a chromosome are designated Is. Transgenes integrated

by a recently developed transposon-based method, MosSCI (Frokjaer-Jensen et al.,

2008), are designated by the two letters Si. Full names include the laboratory allele

prefix, the two letters, and a number. For example, a MosSCI insert from the

Jorgensen lab(ox) will be named oxSi31. As for alleles, the name is preceded by

the small letter italic designation of the originating laboratory. If the SC carries a

mutation in a known gene, the gene is described using square brackets following the

SC name, for example, the reciprocal translocation eT1, which has a breakpoint in

unc-36 (III), is eT1[unc-36] (III;V). The components of a reciprocal translocation can

be identified by their pairing properties. Chromosome identity in C. elegans is

defined by the end of the autosome that pairs with its homolog and that contains a

pairing center, also known as the homolog recognition region (HRR) (McKim et al.,

1988b). Thus, eT1 (III) pairs with the normal chromosome III, and eT1 (V) with the

normal chromosome V. In some cases, half-translocations can be maintained as

extrachromosomal duplications and may in these cases be given a Dp designation.

For example, a half-translocation from the reciprocal translocation hT1(I;V) that was

isolated in the Rose laboratory at the University of British Columbia (h), recombines

and segregates from chromosome I. It can bemaintained as a duplication of regions of

chromosomes I and V in addition to the normal diploid complement and has been

designated hDp133, rather than the precise but more cumbersome hT1(IRVL).

These standardized nomenclature guidelines have been modified and adopted to

describe genetic constructs marked with a reporter gene; the most commonly used is

the green fluorescent protein (GFP) (Chalfie et al., 1994). In these cases, double

colons are used to indicate the covalent linkage to the reporter, for example, a

promoter engineered to connect 50 to a GFP is written promoter::GFP.
II. Chromosomal Rearrangements
Gross rearrangements refer to chromosomes that involve an extensive alteration

to the content or structure of the genome. Such rearrangements can arise naturally,

although many have been engineered purposefully by the use of mutagenesis.

Translocations, inversions, duplications, and deletions all fall into this category

and each have specific properties that make them useful for a variety of housekeep-

ing tasks and experimental approaches in C. elegans research.
A. Translocations
Translocations involve the displacement of a segment of DNA from one region of

the genome to another. Consequently, nonhomologous DNA aligns during meiotic
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pairing, resulting in a corresponding suppression of recombination in those regions.

A heterozygous mutation in the recombination suppressed regions can subsequently

be retained for an indefinite number of generations. Translocations are often marked

with a mutation, which results in a phenotype that makes the homozygote readily

observable (‘‘Visible’’), thus facilitating selection of the heterozygote. In this way,

either lethal or visible mutants can be balanced and the strain can be maintained in a

heritably stable manner.

The reciprocal translocation, eT1, illustrates the properties and uses of transloca-

tions in C. elegans. eT1, originally thought to be a mutation in an unc gene, was

shown to have exchanged the right portion of chromosome III for the left portion of

chromosome V without the loss of any essential material, and thus is homozygous

viable (Rosenbluth and Baillie, 1981). The physical positions of the breakpoints in

eT1 have been characterized. On chromosome III, the break occurs within the unc-36

gene, and on chromosome V is in cosmid H14N18 between rol-3 and unc-42

(Zhao et al., 2006) (Fig. 1).
[(Fig._1)TD$FIG]

Fig. 1 Structure of the reciprocal translocation eT1. eT1 is a reciprocal translocation between the right

end of chromosome III and the left half of chromosome V. The breakpoint on chromosome III falls within

the gene unc-36, such that homozygous eT1 animals display anUnc phenotype. eT1 (III) pairswith theWT

chromosome III while eT1 (V) pairs with WT chromosome V. The recombination suppressed regions

available for balancing mutations are shown by dashed lines in (a).



[(Fig._2)TD$FIG]

Fig. 2 Structure of the dpy-18/eT1 III; unc-46/eT1 V chromosomes showing the genotypes and

phenotypes of the self-progeny. (a) dpy-18 (III) and unc-46 (V) mutations are maintained heterozygously

by eT1. eT1 (III) segregates from chromosome III and eT1 (V) segregates from chromosomeV. The initial

pairing regions are represented by gray dashed lines. (b) Punnet square showing resulting progeny.

Phenotypes are indicated for each progeny class. The normal chromosome III is shown as a dark gray

32 Martin R. Jones et al.



2. Specialized Chromosomes and Their Uses in Caenorhabditis elegans 33
1. Translocations for the Maintenance of Lethal Mutations
b

l

(

m

s

t

D

1

(

3

As heterozygotes, crossing over is eliminated within the regions no longer cis-

lined to an HRR, making translocations valuable tools for the isolation and main-

tenance of lethal mutations (Clark et al., 1990; Clark et al., 1988; Ferguson and

Horvitz, 1985; Johnsen and Baillie, 1991; Rogalski and Riddle, 1988; Rosenbluth

et al., 1990; Zhao et al., 2006). In the case of eT1, the translocated regions cover a

large fraction (one-sixth) of the genome and thus balance a very large number of

genes. Fortunately, in the case of eT1, the breakpoint on chromosome III provided a

viable visible marker, unc-36. In order to easily distinguish the heterozygotes,

morphological mutations in the recombination-suppressed region of the normal

homologs were used. A frequently used strain of eT1[unc-36] (III:V) has dpy-18

(e364) (III) and unc-46(e177) (V) mutations on the normal homologs. The hetero-

zygote has a wild-type phenotype and can be easily distinguished from either

homozygote. eT1 heterozygotes segregate: (1) eT1 homozygotes (which have an

Unc-36 phenotype because the translocation breakpoint lies in the unc-36 gene on

chromosome III); (2) Dpy-18 Unc-46 homozygotes; and (3) a large fraction of

aneuploid progeny (10/16) that arrest development as embryos or larvae as a con-

sequence of abnormal chromosome numbers (Adames et al., 1998; Rosenbluth and

Baillie, 1981) (Fig. 2).
2. Translocations for the Study of Meiotic Processes
It is not immediately obvious why translocations in C. elegans suppress crossing

over. If they paired as described in textbooks, forming a cruxiform structure, only

limited crossover disruption would be expected. Thus, based on the genetic evi-

dence, it was proposed that in animals heterozygous for a reciprocal translocation,

the ‘‘translocated’’ arms did not pair, recombine, or disjoin (Rosenbluth and Baillie,

1981). Subsequent molecular analysis confirmed the predictions (Adames et al.,

1998), which are shown in Fig. 2. An examination of all available translocations

leads to the proposal that one end of each chromosome contained a region that

facilitated pairing between homologs and initiated the meiotic cascade of pairing,

recombination, and disjunction. This region was designated as the HRR.

Subsequently, the regions were molecularly identified (Phillips et al., 2009).
ar, with a line indicating the position of the dpy-18 mutation. The normal chromosome V is shown as a

ight gray bar, with a vertical line indicating the position of the unc-46mutation. The half-translocation eT1

III) is shown as a half-black, half-shaded bar with a vertical line indicating the position of the unc-36

utation caused by the translocation breakpoint on chromosome III. The half-translocation eT1 (V) is

hown as a half-black, half-shaded bar with novertical line. Allwild-type progeny are heterozygous for the

ranslocation chromosomes and the normal chromosomes. Unc-36 progeny are eT1 homozygotes, and

py-18 Unc-46 progeny are homozygous for the normal chromosomes. Aneuploid progeny account for

0/16ths of the total progeny.

Adapted from Edgley and Riddle (2001)).
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A nonreciprocal type of translocation is a chromosome fusion. In a screen for

genes required for germ line immortality, the mrt-2 locus was discovered (Ahmed

and Hodgkin, 2000). mrt-2 encodes an ortholog of a checkpoint gene and in

C. elegans is required to prevent telomere shortening leading to end-to-end chro-

mosome fusions. The meiotic behavior of heterozygous fusion chromosomes has

been studied in the context of crossover control and it has been found that fusions

containing two or even three whole chromosomes behave as a single chromosome in

regard to having mainly only one crossover per meiosis, similar to wild-type (Hillers

and Villeneuve, 2003). X-autosome fusions have been used to investigate dosage

compensation and the relationship between compensations and crossover control

(Gladden et al., 2007; Gladden and Meyer, 2007; Lieb et al., 2000).
3. Translocations to Determine Forward Mutation Frequency
The number of lethal events recovered using a translocation heterozygote under

defined conditions can be used to calculate forward mutation frequencies for dif-

ferent doses of specific mutagens, such as ethylmethane sulfonate (EMS) (Raja E.

Rosenbluth et al., 1983), ionizing radiation (Rosenbluth et al., 1985), ultraviolet

radiation (Stewart et al., 1991), formaldehyde (Johnsen and Baillie, 1988), trans-

posable element mobilization (Clark et al., 1990), exposure to radiation on the

International Space Station (Zhao et al., 2006), and mutator strains such as the

deletor of G’s, dog-1(Zhao et al., 2008). eT1 has been used extensively for these

purposes, reinforcing its advantages, such as ease of use, size of region balanced, and

stability of genotype.
4. Advantages and Disadvantages
In general, translocations make excellent balancers (Table III). They are heritably

stable and relatively easy to use. However, it is important to have some knowledge of

their structure, complexity, and segregational properties in order to use them effec-

tively. Reciprocal translocations balance regions on two different chromosomes, a

feature that may not be as desirable as balancing a single chromosome. In addition,

the large fraction of aneuploid self-progeny segregating from reciprocal transloca-

tion heterozygotes can complicate recognition of a lethal phenotype segregating

with the normal homologs.
B. Inversions
Inversions are chromosomal rearrangements in which a segment of the chromo-

some reinserts in the same location but in the reverse orientation. Although crossing

over can occur in the inverted region, recombination between the breakpoints is

almost completely suppressed in heterozygotes due to topological restraints, absence

of DNA alignment, or disruption of sites required for pairing. When recombination



Table III
A listing of genomic balancers that are available for use in C. elegans but are not fully characterized

Balancer name Region covered Use Stability Origin

hDp102 (I;X)

(McKim et al.,

1993)

Duplication of chromosome

I (unc-40 to just past

unc-9) inserted between

unc-7 and dpy-3 on the X

chromosome

Very stable 1500–3000 R gamma

irradiation

hDp14 (I;X) (McKim

and Rose, 1990;

McKim et al., 1993)

Duplication of chromosome

I inserted between unc-2

and dpy-8 on the X

chromosome

Very stable 1500–3000 R (0.9–7.5 R/s)

gamma irradiation

sC1 (III) [D. Baillie,

pers. comm.]

LG III from unc-45 to

�daf-2

Very stable 2000 R gamma irradiation

mutagenesis

sC4 (V) [D. Baillie pers.

comm.]

Right LG V from rol-9 to

unc-76

2000 R gamma irradiation

mutagenesis

sDp8 (Stewart et al.,

1991)

Covers unc-36 but does not

cover sma-2

Stable UVmutagenesis (120 J/m2)

sDp9 (Stewart et al.,

1991)

Covers unc-36 and sma-2 Stable UVmutagenesis (120 J/m2)

sDp30 (V;X)

(McKim et al.,

1993)

Inserted between dpy-7 and

unc-3 on chromosome V

Stable

sT1 (III;X) [D. Baillie,

pers. comm.]

Possible translocation Unconfirmed

Possibly

Reduces crossing over on

LG III between sma-2

and unc-64

1500 R gamma irradiation

mutagenesis

sT2 (IV;V) [D. Baillie,

pers. comm.]

Possible translocation;

covers unc-46

Unconfirmed 1500 R gamma irradiation

mutagenesis

sT3 (III;V) [D. Baillie

pers. comm.]

Possible translocation;

putatively covers unc-36,

sma-2 and unc-46

Unconfirmed 1500 R gamma irradiation

mutagenesis

sT4 (III; likely V)

[D. Baillie pers.

comm.]

Possible translocation; left

LG III to between unc-36

and sma-2 and covers

unc-46 on LGV

Unconfirmed 1500 R gamma irradiation

mutagenesis

sT5 (II;III)

(Stewart et al.,

1991) [D. Baillie

pers. comm.]

Possible translocation Unconfirmed

Reduces crossing over on

LG III between sma-2

and unc-64

120 J/m2 UV irradiation

mutagenesis
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does occur, crossover products generate duplications and deletions, and often result

in inviable animals (Zetka and Rose, 1992). As homozygotes, inversions are gener-

ally viable, pair properly, and exhibit normal levels of recombination. In C. elegans,

two inversions have been well characterized. hln1(I) (Zetka and Rose, 1992) and

mlnl (II) (Edgley and Riddle, 2001). In hlnl, a large portion of the right half of
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chromosome I is inverted, and inmlnl, a large section of the center of chromosome II

from lin-31 to rol-1 is inverted.
1. Uses of Inversions
Inversions have been used effectively both as balancers (Fig. 3) and for capturing

novel mutations. Lethal mutations, along with more complex rearrangements such

as deletions, have been recovered with both hIn1 and mIn1 (Bosher et al., 2003;

Edgley and Riddle, 2001; Zetka and Rose, 1992). Similar to other balancers, inver-

sions may be more effective when marked with either a lethal or visible mutation. In

the case of hIn1, mutations in unc-75 and unc-54 were induced on the inverted

chromosome (Zetka and Rose, 1992). Eight variant strains of mIn1 have been

isolated, an unmarked form, ones that carry recessive morphological or lethal

markers, and one that carries an integrated transgene that confers a semidominant

GFP phenotype, making mIn1 useful for a wide variety of applications (M. Edgley,

pers. comm.).
2. Advantages and Disadvantages
An advantage in the use of inversions is that the genomic disruption is limited to

one chromosome and as a result inversions tend to be stable. Any recombination

events that occur with the wild-type chromosome are detrimental to the organism,

and are thus eliminated from the population. A disadvantage can be that inversions,
ig. 3 Schematic showing segregation from an inversion. In this example, the inversion hIn1 is

alancing amutation (mut-x). From the self-progeny of this strain 1/4 will display the homozygous inversion

henotype (unc-54), 1/2 will be the balanced heterozygous animals, and 1/4 will be homozygous for the

alanced mutation and will display the mut-x phenotype. The strain can be successfully maintained by

electing the WT animals in each generation.
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although stable, present some technical difficulties in their characterization.

Genetically, they generate rearranged linkage between markers. Molecularly, detec-

tion of the two breakpoints is needed to provide information about the rearrange-

ment. Methods for specifically isolating and characterizing inversions have not been

well developed and this in part explains the paucity of available ones for use.
C. Deletions (Deficiencies)
Chromosomes that have lost a region of DNA are often used in C. elegans

research. These chromosomes are known as deletions, a term that normally refers

to the DNA that is missing (deleted) or deficiencies, referring to the failure to

complement two or more adjacent genetic loci (phenotypic deficiency). The

nomenclature for both is Df. Dfs range in size from small deletions that disrupt

a few genes to those that remove megabases (Mb) of sequence involving hundreds

of genes. They can arise spontaneously but are more usually generated in muta-

genesis screens. Deletions are one of the most useful mapping tools and as such a

large resource of Df strains covering over 70% of the genome has been generated

(Ahnn and Fire, 1994; Chanal and Labouesse, 1997). Specific information about

deletions in a defined region of the genome can be obtained from WormBase

(www.wormbase.org).
1. Deletions as Mapping Tools
Probably, the most common use of deletions is for mapping uncloned mutations

(Clark et al., 1990; Fay, 2006; Johnsen and Baillie, 1991; Meneely and Herman,

1979; Rogalski et al., 1982; Sigurdson et al., 1984; Stewart et al., 1998). A typical

mapping scheme would involve crossing each mutant strain to a Df strain and

assaying (scoring) for rescue (complementation) of the mutant phenotype. If the

mutation is rescued by the deficiency strain, the mutation does not fall within the

region covered by the deficiency. If the mutant phenotype is observed in the F1

generation, the mutation is not rescued (failure to complement) and maps within the

extent of the deficiency. If deficiencies overlap, it is possible to limit the position of

the mutation to a relatively small region defined by the overlap of two or more

deficiencies (Fig. 4).
2. Deletions for the Study of Meiotic Recombination
Animals hemizygous for portions of the X-chromosome were used to identify the

left end as critical for proper X-chromosome disjunction in XX hermaphrodites

(Herman et al., 1982). Subsequently, deletions that affected the pairing properties of

the X-chromosome identified the X-chromosome pairing center (Villeneuve, 1994).

Deletions of this region that can pair, have reduced levels of crossing over

(Broverman and Meneely, 1994).

http://www.wormbase.org/
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Fig. 4 Deficiency mapping. In this example, the two mutations, x and y, fall within a genomic region

that is covered by the deficiencies a–g. Complementation mapping will reveal that mut-x falls within the

region defined by the overlap of deficiencies b and c. In the case ofmut-y complementation tests will show

that the mutation falls within the region not covered by a deficiency. If two or more such regions are

present mut-y will be ambiguously assigned to all of them.
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On an autosome, chromosomeV deletions were described as that which could pair

normally and recombine on the pairing (HRR) side of the chromosome and severely

reduce crossing over in the other half of the chromosome. Molecular characteriza-

tion of the rearranged chromosomes using oligoarray Comparative Genomic

Hybridization (aCGH) (see Section III B.) revealed that the extent of the disruption

between homologs correlated with the degree of crossover suppression (Jones et al.,

2009). The results demonstrated that homolog lengths may contribute to the fidelity

of meiotic crossing over and is consistent with the proposed existence of multiple

initiation sites occurring along the chromosome that mediate crossing over, possibly

by facilitating tight alignment of homologs.
3. Allelic Characterization
Deletions have value in the characterization of mutant alleles (Muller, 1918).

Mutations that are phenotypically null are critical for interpretation of gene function,

and valuable for determining the relative severity of other alleles that may alter the

phenotype without eliminating it. Examination of the phenotype of a heterozygote
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that contains a mutation in trans to the deletion allele will give an indication of the

severity of the mutation. If the phenotype of the unknownmutation is unchanged it is

considered to lack gene product (amorph), if more severe, it is considered to have

reduced gene product (hypomorph); if less severe, to be an overproducer (hyper-

morph) or to have taken on a new function (neomorph), which may not be detectable

over a deletion (Muller, 1918).

A clever extension of this type of approach has been to use deletions for screening

of genetic loci whose zygotic expression is required for formation of specific tissue

types (Ahnn and Fire, 1994; Chanal and Labouesse, 1997; Labouesse, 1997;

Terns et al., 1997). In one study, 77 genetic deficiencies covering an estimated

72% of the genome were screened for staining with antibodies to body wall

myosin (Ahnn and Fire, 1994) and in another 90 deficiencies covering up to

75% of the genome were screened for loci affecting hypodermal development

(Chanal and Labouesse, 1997).
4. Deletions as Balancers
Deletions that suppress crossing over (Broverman andMeneely, 1994; Jones et al.,

2009; Rosenbluth et al., 1990) are potentially useful as balancers (Fig. 5). Mutations

close to the deletion that fallwithin the suppressed region can be effectively balanced

though rare recombination events can occur. As such deletions should only be used

when a more stable alternative is not available and balanced mutations should be

monitored regularly.
[(Fig._5)TD$FIG]

Fig. 5 Balancing a mutation using a deficiency. In this example, a deficiency is placed heterozygously

over amutation that is outside the deletion butwithin the recombination suppressed region (dashed gray line).

Progeny from these animals will display either the deficiency phenotype (one quarter), the mut-x phenotype

(one quarter), or beWT in appearance (one half). Becausemut-x is unlikely to recombinewith the deficiency

chromosome the heterozygous strain can be maintained by selecting theWT progeny. If recombination does

occur, the breakdown of the strain can be observed by the loss of the mut-x phenotype in the progeny.
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5. Single-Gene Deletions
Single-gene deletions, often referred to as gene knockouts, are valuable tools for

determining gene function. Knockouts are generated using mutagens that create

small deletions, most commonly trimethyl psoralen (TMP) followed by UV-radiation

(UV-TMP). In C. elegans, there is an international effort to generate gene knockouts

for the research community (Barstead and Moerman, 2006; Mitani, 2009; Moerman

and Barstead, 2008). Many knockout strains are available from the Caenorhabditis

Genetics Center (CGC) (www.cbs.umnedu/CGC/strains/) and are also listed in

WormBase (www.wormbase.org). Requests to have a knockout allele generated

for a specific gene should be sent to either the National Bioresource Project,

Tokyo Women’s Medical University School of Medicine, Japan (http://www.

shigen.nig.ac.jp/c.elegans/index.jsp], or The Gene Knockout Project, University

of British Columbia, Canada (http://www.zoology.ubc.ca/�dgmweb/).
6. Advantages and Disadvantages
Mapping using Dfs has the advantage of being able to position a mutation of

interest to a region of the genomewith higher resolution than can be done usingmore

traditional genetic approaches such as three-factor mapping. However, deletions can

be complex and not delete contiguous stretches of DNA.Without the aid of cytology

to characterize deletions, most deletions have not been described molecularly reduc-

ing the mapping resolution with regard to the DNA sequence.

Many deletions disrupt at least one essential gene and are therefore lethal. In fact,

they often affect more than one essential gene and are arrested during the embryo

stagewhen homozygous. Thus, they, as for any lethal mutation, need to be maintained

using a balancer. This is however normally straightforward. Single-gene deletions

greatly facilitate correlating phenotype with genotype and provide a substrate for

molecular PCR-based assays to follow phenotype. Mutations that are phenotypically

null are critical for interpretation of gene function. Single-gene knockout are impor-

tant because they are more likely to be null for gene function than point mutations that

can often be hypomorphic. Experimentally, they are relatively easy to use and genes

that do not display a viable visible phenotype can be followed using a simple PCR

assay to determine if the strain contains the mutation either homozygously or hetero-

zygously. A special subset of deletions reduce crossing over in adjacent regions and

these can, in principal, be used to balance lethals on the homolog.
D. Duplications
Genomic duplications have proven useful for a number of applications in C.

elegans research. In general, two types of duplications are available, ones that are

inserted into a chromosome and ones that exist as extrachromosomal ‘‘free’’ ele-

ments. Duplications that are inserted into the genome segregate in a Mendelian

fashion and are stably maintained. Free duplications generally exist as single copies,

http://www.cbs.umnedu/CGC/strains/
http://www.wormbase.org/
http://www.shigen.nig.ac.jp/c.elegans/index.jsp
http://www.shigen.nig.ac.jp/c.elegans/index.jsp
http://www.zoology.ubc.ca/~dgmweb/
http://www.zoology.ubc.ca/~dgmweb/
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but strains carrying two copies have been documented (Herman et al., 1976;

Rogalski and Riddle, 1988). Those that are ‘‘free’’ elements segregate in a non-

Mendelian fashion and can be lost both mitotically and meiotically during gameto-

genesis and somatic cell divisions (Herman et al., 1976). The exceptions are those

that carry the meiotic pairing regions (HRRs). Two such duplications have been

characterized, sDp1 (I;f) (Rose et al., 1984) and mDp1 (IV;f) (Rogalski and Riddle,

1988). The stability of nonpairing free duplications varies with size and other

characteristics.

Some duplications have been recovered as exceptional segregants from transloca-

tion strains (Edgley et al., 2006), or as products of a rare recombination event in an

inversion strain (Zetka and Rose, 1992). Additionally, duplication derivatives pro-

duced by the spontaneous shortening of sDp2 (I;f) have been characterized (McKim

and Rose, 1990). This shortening occurred at variable rates, and produced duplica-

tions that were relatively stable in mitotic cell division (e.g., sDp2, hDp5, and hDp20)

and duplications that were quite unstable, and continued to shorten more frequently

than the stable ones (e.g., hDp2 and hDp23). In the germ line, larger duplications were

more stable and transmitted at a higher frequency. Amore recent analysis using aCGH

also found considerable variability in the length of sDp3 (III;f) (Jones et al., 2007),

which was used to isolate and balance lethals on chromosome III (Stewart et al.,

1998). In addition to the length variability, discrete duplications internal to sDp3 were

observed, revealing the genetic complexity of some duplications, which can compro-

mise the usefulness of duplications for accurate gene mapping.
1. Duplications as Balancers
Genomic duplications that do not crossover with the wild-type chromosomes

make effective balancers. Mutations can be maintained as homozygotes while the

duplication provides a wild-type copy of the mutated gene (Fig. 6). Unlike with

translocation balancers aneuploid progeny do not result from mutations balanced in

this manner. This can be advantageous for certain applications such as phenotypic

characterization of lethal mutations that may be difficult to distinguish from the

aneuploid progeny.
2. Duplications as Tools for Mosaic Analysis
Another application of duplication balancers is mosaic analysis (Hedgecock and

Herman, 1995; Hunter and Wood, 1992; Yochem et al., 2000). The first mosaicism

studies in C. elegans employed X-irradiation of embryos heterozygous for the flu-3

mutation. However, the frequency of mosaicism was very low (less than 0.1%

mosaic worms) (Siddiqui and Babu, 1980). An approach that took advantage of

the spontaneous loss of free duplications during somatic cell division was proposed

by Herman (1989). In this approach, a free duplication that rescues a mutation will

produce mosaic animals that comprise of cells retaining the duplication that will be

phenotypically normal in addition to cells having lost the duplication displaying the
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Fig. 6 Schematic showing the genotype of the reference sDp3 strain. The strain is homozygous for

dpy-18 and unc-32mutations and carries one copy of sDp3. sDp3 provides aWT copy of dpy-18. Animals

that retain the duplication display the unc-32 phenotype while progeny that have lost sDp3 are Dpy Unc.
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mutant phenotype. The approach also applies to extrachromosomal SCs containing

transgenic DNA sequence. In C. elegans, cell mosaics have been useful for exam-

ining cell autonomy and determining the timing of gene expression. For example

Hunter et al. utilized eDp6 (III;f) to demonstrate the cell autonomy of tra-1, the gene

that determines somatic sex, indicating that the gene product is a cellular signaling

factor (Hunter and Wood, 1990). Yuan et al. used the free duplication nDp3 (IV;V;f)

to show that the apoptotic genes, ced-3 and ced-4 function within dying cells to cause

cell death (Yuan andHorvitz, 1990). Bucher et al. used qDp3 (III;f) to combine lethal

screens with mosaic analysis to investigate the role of essential genes in develop-

ment, and found that many essential zygotic genes encoded specific developmental

functions (Bucher and Greenwald, 1991).
3. Advantages and Disadvantages
An advantage of using a duplication to balance a mutation is that once the

mutation is balanced, it can be maintained as a homozygote. This has advantages

both for genetic crosses as every outcross progeny will carry the mutation, and for

preparation of DNA as the yield is 2:1 from the balanced strain. The lethal

homozygote can be readily observed in the balancer background without requiring

additional outcrossing as for translocations. The disadvantage is that they may
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spontaneously shorten and possibly rearrange, complicating their use for mapping

mutations. In addition, mosaicism can complicate the interpretation of comple-

mentation experiments.
III. Characterization of Chromosomal Rearrangements
The majority of genomic rearrangements currently used in C. elegans research

have been generated and captured in broadmutagenesis screens (Girard et al., 2007).

A consequence of this is that mutated genomes carry a significant number of single

nucleotide differences. Not all of these mutational events will be eliminated by

outcrossing and recombination. In many cases, accrued mutations will be retained

because of suppressed crossing over in the region of the genomic rearrangement.

Thus, the more fully characterized the rearrangement is the better it is for experi-

mental interpretation. Many rearrangements have not yet been characterized at the

molecular level. Analysis has been limited to general identification of the nature and

extent of the rearrangement using relatively low-resolution labor-intensive genetic

techniques. High-resolution characterization at the nucleotide level is now a prac-

tical option and a desirable approach to prevent problems arising from inconsistent

or incorrect results.
A. Restriction Enzyme Digestion of Single Nucleotide Polymorphisms (snip-SNP)
Single nucleotide differences between strains (SNPs) provide a high-resolution

mapping tool and a significant advance over traditional mapping methods

(Wicks et al., 2001). SNP mapping relies upon the availability of small changes at

the genomic level between two closely related, yet distinct isolates of the same

species. In C. elegans there is a sufficiently distant, though still compatible isolate,

CB4856 (Hawaiian) (Flibotte et al., 2009; Jakubowski and Kornfeld, 1999; Koch

et al., 2000; Swan et al., 2002; Wicks et al., 2001). Several million years of

evolutionary drift between the wild-types Bristol N2 and Hawaiian CB4856 have

resulted in a large number of base pair changes at intervals of 1000 bp on average.

Sequence alterations of various types are substrate for this type of analysis,

including single-nucleotide changes, small deletions or insertions. Small deletions

and insertions can be detected using a simple PCR assay. Nucleotide changes that

alter a restriction site result in fragment length difference that can readily be

observed by gel electrophoresis (snip-SNP).

Using SNPs to map deletions is relatively straightforward and has been applied to

several deficiency strains (Kadandale et al., 2005; Zhao et al., 2008). A strain

carrying the deletion to be characterized is mated to the Hawaiian isolate.

Suitable snip-SNPs are then analyzed from DNA extracted from the resulting het-

erozygous progeny (Fig. 7). The deleted region of the genome will effectively be

homozygous for the Hawaiian snip-SNPs while the rest of the genome will show a

heterozygous pattern.
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Fig. 7 SNPmapping strategy for deficiency mapping. A strain heterozygous for the deficiency (in this

hypothetical example xDf1) to be characterized and a balanced visible phenotypic marker is mated to the

Hawaiian isolate strain. F1 progeny arising from this cross are individually picked and the resultant F2

animals scored for the presence of the visible phenotype (mut-x). F2 populations not displaying the mut-x

phenotype (and therefore maintaining xDf1) are cultured, genomic DNA is extracted and analyzed using

appropriate snip-SNPs.
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A crossing scheme for SNPmapping a deficiency is shown in Fig. 7. The balanced

Df strain is crossed to Hawaiian males. The F1 progeny will be heterozygous for

Bristol and Hawaiian chromosomes and receive either the Df or the balancer chro-

mosome. If the balancer is marked, it is possible to enrich for the heterozygotes.

DNA from the F2 progeny is extracted and used as template in PCR amplification. It

is important to prepare the DNA from the F2 generation to ensure that the viable

Hawaiian chromosome does not outcompete the deficiency chromosome

(Kadandale et al., 2005). Since the DNA template can be used for multiple PCR

reactions a strategy can be used to first roughly position the deficiency with broad

markers and then use subsequent fine mapping in increments until SNPs are

exhausted or breakpoints located to a sufficient resolution.
1. Advantages and Disadvantages
SNP analysis has several advantages over more traditional mapping techniques.

The approach is rapid as a single genetic cross and DNA extraction followed by PCR

restriction analysis can be done in a less than two weeks. No specific equipment or
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reagents are required beyond those found in a standardmolecular genetics laboratory

(Kadandale et al., 2005).

There are however some drawbacks. The mapping resolution is dependent on the

availability of DNA sequence differences in the region of interest in the two strains.

Negative results can be ambiguous, especially if rare or low-fidelity enzymes are

used, which may require that additional control reactions be performed. This

approach works wellwith simple deletions, but not with duplications, translocations,

inversions, and complex deficiencies (indels).
B. Oligonucleotide Array Comparative Genome Hybridization (aCGH)
Complex rearrangements can be characterized on a genome-wide scale using

oligonucleotide array comparative genomic analysis (aCGH) (Gresham et al.,

2008). aCGH is a technology used for high-resolution mapping of chromosomal

copy number variation (CNV) at a genome-wide scale by comparing the ratio of

DNA between two samples from the same organism (Dhami et al., 2005; Selzer

et al., 2005).

The development of a C. elegans specific aCGH platform for identification of

novel single-gene deletions has represented a powerful technology that can be

adapted to the rapid and precise characterization of deficiency mapping strains

(Maydan et al., 2007). Currently, aCGH has been used to analyze the structure of

deficiencies and duplications on chromosome III (Jones et al., 2007), chromosome

V (Jones et al., 2009; Zhao et al., 2008), and chromosome IV (D. Baillie, pers.

comm.).

Determining the extent of duplications or deletions using aCGH is straightforward

requiring only a sample of genomic DNA from the deficiency strain and a reference

strain. The sensitivity of this approach is sufficient for the analysis of heterozygous

animals (Maydan et al., 2007). This means that the relatively large amount of

genomic DNA required for the hybridization can be easily isolated from balanced

rearrangements strains (Jones et al., 2007). Using available software to visualised

hybridization data CNVs can normally be detected without the need for statistical

analysis or trained personnel. Precise breakpoint positions can be validated using

methods such as PCR (Jones et al., 2007) (Fig. 8).
1. Advantages and Disadvantages
aCGH is relatively straightforward and at less than $1000 per chip is cost-effective

considering the quantity and resolution of the information attained. Very high-

resolution chips with probes for every kilobase (kb) are available and new high-

density arrays with overlapping probes giving bp resolution for the entire genome

have been developed (NimbleGenSystemsInc.). The results can be readily visualized

without the need for statistical analysis. It is fast and breakpoint confirmation takes

only a few weeks to obtain. Finally, little or no previous knowledge about the



[(Fig._8)TD$FIG]

Fig. 8 Overview of aCGH analysis. (1) Array synthesis: Target genome sequence is used to select

suitable probe sequences that are synthesized on an array. (2–4) DNA preparation: Genomic DNA from

test (2) and reference (3) samples is isolated and differentially labeled with fluorescent dyes (4). DNA is

sheared to facilitate hybridization to the array. (5–6) Data acquisition and analysis: samples are hybridized

to the array together (5) and the array is processed and scanned. Signal output is processed to create a ratio

of fluorescence, which is proportional to the ratio of reference to test samples. This data is visualized using

graphical user interface applications (6).
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rearrangement is required prior to aCGH analysis. Novel rearrangements can there-

fore be generated and characterized immediately.

aCGH analysis is however not suitable for the analysis of very complex rearran-

gements. Duplications present in the background of a deficiency strain can be

difficult to interpret as the aCGH approach does not give any positional information

about where possible insertions have occurred. Additionally rearrangements that do

not result in CNV, such as inversions, cannot be analyzed using this method.
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C. Inverse PCR
In the case of a balancer in which the location of one breakpoint has been mapped

to a small region of the genome that information can be used to perform inverse PCR

of the rearranged chromosomes. This approach will identify the remaining break-

point position. In the case for eT1, which breaks in unc-36 (III), PCR across the 7 kb

long gene was used to locate the chromosome III breakpoint to a 450 bp interval.

Inverse PCR was subsequently used to identify the sequence of the fusion between

chromosome III and chromosome V (Zhao et al., 2006) (Fig. 9). This information

was useful for developing a PCR assay to rapidly identify the eT1 chromosomes in

genetic crosses (Zhao et al., 2006).
D. Whole Genome Sequencing
Advances in sequencing technology have madewhole genome sequencing experi-

ments feasible. There are a growing number of C. eleganswhole genome sequences

available (Hillier et al., 2007, 2008; Rose et al., 2010), in addition to the canonical

assembled and aligned sequence in WormBase (Harris et al., 2010) (www.
[(Fig._9)TD$FIG]

Fig. 9 iPCR scheme is used to isolate eT1 breakpoint. See text for details.

http://www.wormbase.org/
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wormbase.org). Genome sequencing can identify CNV as well as base pair differ-

ences and can therefore potentially identify all genomic alterations in a rearranged

chromosome regardless of type or complexity.
1. Advantages and Disadvantages
Themajor advantage of genome sequencing is the ability to rapidly and accurately

accumulate a complete sequence analysis of the entire spectrum of alterations in the

genome, something that has not previously been possible. The technology is evolv-

ing rapidly making this approach much more accessible to individual researchers.

However, one still needs to have access to high-level bioinformatic analysis in order

to interpret the data. This is though a very powerful approach, providing a compre-

hensive view of the genome and may become increasingly accessible for analysis of

SCs in the near future.
IV. Engineered Constructs: Transgenic Arrays

A. Experimental Applications of Transgenic Arrays
Transgenic arrays have been used for a range of research purposes including, but

not limited to, discovery of the molecular identity of a mutated gene and cloning it by

rescue of the mutant phenotype, study of overexpression or ectopic expression of

genes, manipulation and investigation of gene structure and function, discovery and

analysis of cis-acting regulatory motifs and their trans-acting control factors, and

creation of tagged proteins for specific manipulation or study. In addition, they can

be used in genetic screens and for mosaic analysis. In this section, we will highlight

how transgenic arrays have been used for C. elegans research as well as the various

techniques and approaches available for the generation and manipulation of these

arrays.
1. Mutant Rescue
Rescuing a mutant phenotype is one of the most common uses of transgenic arrays

inC. elegans research. Rescuing arrays contain awild-type copy of the gene of interest.

Libraries of both cosmid (http://www.sanger.ac.uk/technology/clonerequests/) and

fosmid (http://elegans.bcgsc.bc.ca/) clones exist and these resources can be mined

for a suitable clone containing the genomic fragment of the gene of interest including

its surrounding promoter elements. Cosmids and Fosmids generally work well for

mutant rescue because they contain a relatively large amount of DNA (35 kb) and are

therefore likely to contain all the enhancer elements required for faithful expression of

the gene (Tursun et al., 2009). Full-length cDNAs can also be used for rescue exper-

iment, though the cDNA will need to be cloned into a vector containing a suitable

promoter. This type of construct is useful when the gene spans a large genomic region

or for genes for which no other genomic clone is available. Alternatively, a

http://www.wormbase.org/
http://www.sanger.ac.uk/technology/clonerequests/
http://elegans.bcgsc.bc.ca/
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straightforward approach for generating a wild-type clone is to PCR the sequence

directly from genomic DNA. This approach requires the use of a high-fidelity poly-

merase and that the region to be amplified is of a suitable size for reliable PCR

amplification.
2. Expression Pattern Analysis
The transparency and size of C. elegans allows for visualization of gene expres-

sion patterns using the reporter genes in vivowithout animal dissection. The E. coli

gene LacZ, encoding b-galactosidase, was first used for expression analysis in

C. elegans (Fire et al., 1990) but has since been superseded with the introduction

of GFP, the use of which was pioneered in this organism (Chalfie et al., 1994).

Expression reporters can be transcriptional or translational. Transcriptional reporter

construct contain the native promoter elements of the gene of interest which are used

to drive expression of the reporter. Generally, making transcriptional reporters is

straightforward and uses cloning methods or simple and efficient PCR-based meth-

ods (Hobert, 2002; Hunt-Newbury et al., 2007; McKay et al., 2003). Alternatively,

translational reporters can be constructed where the reporter is fused into the protein-

coding sequence providing a hybrid protein. Translational reporters often faithfully

replicate the native gene’s function though using this approach may require that

several constructs be created to find a position in the genewhere the insertion of GFP

does not inhibit the function of the native protein (Merritt and Seydoux, 2010).

Generally, using the translational reporter to rescue the phenotype of a mutation is

sufficient to confirm that all promoter elements are present and that the hybrid

protein functions in the same way as the native protein.
3. Ectopic Expression Reporters
For some purposes it is not necessary, or even desirable, to use the endogenous

promoter. A variety of endogenous promoter elements have been characterized in

C. elegans (Davis et al., 2008). Such promoters can be used to drive ectopic

expression of a gene of interest in a known tissue type or temporal pattern (Kalb

et al., 1998; Mah et al., 2007; McGhee et al., 2009). As more promoter elements are

discerned more become available and an effort to fully characterize tissue-specific

promoters is underway (M. Chalfie pers. comm.). Additionally, conditional promo-

ters are available for inducing gene expression under a variety of conditions includ-

ing various heat-shock elements (Seydoux et al., 1996).
4. Other Uses
Transgenic arrays are not limited to gene expression studies but have also been

used to create a plethora of experimental tools. Some of the many examples include:

tissue-specific RNAi analysis (Briese et al., 2006; Qadota et al., 2007; Voutev and

Hubbard, 2008); identification of synaptic partners in the nervous system
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(Feinberg et al., 2008); investigation of meiotic processes (Mets and Meyer, 2009);

and investigation of endosomal trafficking (Poteryaev et al., 2007).
B. Methods for Construction of Transgenic ArraysCloning
Fire et al. developed a useful tool kit which includes a comprehensive set of

commercially available expression vectors (http://www.addgene.org/). These vec-

tors allow for the fusion of gene sequences with a variety of fluorescent variants and

ectopic and inducible promoters using standard cloning techniques. Alternative

cloning systems based on recombination cloning are also available and replace

traditional restriction-enzyme cloning (Hope et al., 2004; Lamesch et al., 2004;

Luan et al., 2004; Rual et al., 2004). These techniques allow for modification and

assembly of multiple components or ‘‘modules’’ enabling the user to rapidly recom-

bine different parts of the transgene (Merritt and Seydoux, 2010). With this method,

a library of different experimental reagents, such as tissue-specific constructs can be

assembled relatively easily.
1. Advantages and Disadvantages
Cloning is a standard laboratory practice and results in the production of a

construct that can be maintained and amplified as a renewable resource. Such clones

can be used in additional engineering steps to quickly develop a suit on constructs for

in-depth analysis. A drawback to this approach is the technical limitations on insert

size precluding the use for large genes or genomic elements.
2. PCR Stitching
A simple and effective method for engineering reporter constructs is to use the

PCR ‘‘stitching’’ method. PCR stitching is a method for joining two or more separate

DNA sequences in a single PCR reaction (for an in-depth description of the tech-

nique see Boulin et al., 2006). This technique relies on a short region of homology

between the separate sequences acting on internal primer site (Fig. 10). The resulting

fused sequence can be purified or often injected directly into animals. Since its

development, this technique has been used extensively in C. elegans for both small

and large-scale expression analysis (Dupuy et al., 2007; Gallo et al., 2006; Huang

et al., 2007; Zhao et al., 2004a, 2004b).
3. Advantages and Disadvantages
PCR stitching is a straightforward approach that does not require any specialized

reagents or techniques. Constructs can be rapidly generated and are easily modified

to suit specific purposes. There are however limitations on the size of fusion

sequences that can be easily produced and this approach results in a finite amount

http://www.addgene.org/
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Fig. 10 PCR stitching. The approach requires two rounds of PCR amplification. In the first round, the

genomic region of interest (a promoter element or full-length gene) is amplified while in a separate

reaction the reporter element is also amplified. Primer B is designed with a 20 bp ‘‘tail’’ with homology to

the 5’ end of the reporter element. In the second round, DNA from the two PCRs are combined into a single

reaction. Subsequent amplification is performed with nested external primers. The presence of the 20 bp

region of homology acts as an internal priming site for the two DNA fragments facilitating the amplifi-

cation of a fusion product.
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of material that may require additional cloning steps if the construct is required in

large amounts.
4. Recombineering
Since regulatory elements that affect gene expression can reside within introns or

downstream of a gene (Conradt and Horvitz, 1999) and many genes are regulated at

the post-transcriptional level (Ambros, 2004), it is essential to include these elements

in an expression construct if an accurate representation of the expression pattern is to

be achieved. Recombination-mediated methods to engineer fluorescent protein

fusions in the context of genomic clones are therefore an attractive approach to use

(Bamps and Hope, 2008; Dolphin and Hope, 2006; Sarov et al., 2006; Tursun et al.,

2009). The availability of aC. elegans fosmid library (http://elegans.bcgsc.bc.ca/) that

covers �80% of the genome (D. Moerman, personal communication) is an essential

resource that has made this approach feasible. The relatively large genomic fragments

containing fosmids (�35 kb) combined with the redundant coverage of the fosmid

library means that a suitable genomic clone containing the gene of interest and

surrounding cis-regulatory control elements can be identified in most cases.

Recombineering relies on homologous recombination between a reporter con-

struct and genomic clone mediated by bacteria expressing the l Red recombinase

http://elegans.bcgsc.bc.ca/
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(Yu et al., 2000). In brief, a linear DNA construct containing the tag of interest is

generated with flanking sequence of homology to the insertion site (around 50 bp in

length). This reporter ‘‘cassette’’ is then introduced into a l Red recombinase

compatible bacterial strain containing the fosmid to be manipulated. Subsequent

activation of the l Red recombinase results in homologous recombination between

the reporter cassette and the fosmid. The resulting modified fosmid can be recov-

ered, amplified, and used to generate transgenic animals. Several recombineering

protocols have been described in detail (Dolphin and Hope, 2006; Sarov et al., 2006)

though a recent modification of the protocol by Hobert et al. has streamlined the

process significantly (Tursun et al., 2009). In addition, this group had developed a

series of recombineering cassettes that allow virtually seamless insertion of several

GFP variants and other useful elements.
5. Advantages and Disadvantages
The obvious advantage of this technique is that the ability to manipulate large

genomic clones virtually eliminates the restriction of gene size. The protocol does

however require a suitable fosmid covering the gene of interest.
C. Properties for Construction of Transgenic Arrays
There are certain criteria that define a usable and maintainable transgenic array.

Such arrays contain the DNA element specific to its intended purpose. For example,

if the purpose is for rescue the array will contain the wild-type copy of the gene to be

rescued, or if the purpose is to study gene expression, the array will contain a

fluorescent reporter. In addition, an element that allows for selection of those

animals that have successfully taken up and assembled the array is required. This

can be either a genetic marker such as a wild-type copy of a gene that rescues an

obvious phenotype (Granato et al., 1994), or a molecular marker such as a visible

fluorescent reporter (Gu et al., 1998).
1. Selectable Transformation Markers
In order to maintain and follow the arrays through genetic crosses selectable

markers are used. A frequently used approach is the rescue of a recessive phenotype

by integration of the wild-type gene into the array. For an in-depth review of

commonly used genes see Evans et al (Girard et al., 2007). Rescuing a detrimental

phenotype has the advantage of creating strains that are relatively easy to maintain.

pha-1(e2123), for example, is a temperature-sensitive allele, the use of which allows

animals to be raised at permissive temperature prior to transformation

(Granato et al., 1994). After injection of a rescuing construct, growth at the restric-

tive temperature allows for selection of animals maintaining the transgenic array. A

disadvantage, however, is that arrays can only be easily selected in the original

genetic background, precluding their use in genetic crosses.
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Dominant transgenic markers are useful for following an array during crosses to

other strains. An example is the rescue of the rol-6(su106) mutation (Mello et al.,

1991), which causes the worms to roll around its long axis. However, the morpho-

logical phenotype can interfere with observations of phenotypes caused by the gene

of interest. Another popular dominant marker is suf-5::GFP which is benign mor-

phologically (Gu et al., 1998). Transgenic animals carrying the GFP marked array

can be followed using a fluorescent dissecting microscope.
D. Methods for Creating Transgenic Animals

1. Microinjection
The standard approach to making transgenic strains is to coinject two or more

DNAs into the distal gonad syncytium of an animal. One of the DNAs carries the

DNA construct to be studied (the transgene) and the other a plasmid that contains a

marker to select for successful transformation. Both linear and circular DNAs can

form into arrays. Injected DNAs undergo homologous recombination and in this way

become assembled into an array (Mello et al., 1991). Using injected DNAs that share

sequence homology can facilitate efficient homologous recombination, although

nonhomologous recombination has also been observed (Mello and Fire, 1995). It

is possible to introduce several DNA constructs, although independent verification

of each component should be performed (usually this can be done by PCR fromDNA

extracted from transgenic animals) to ascertain that the recovered array contains all

coinjected components.

Transgenic animals produced by injection typically have large extrachromosomal

arrays that contain many copies of the coinjected DNAs (Mello et al., 1991). A

fraction of these repetitive arrays become heritably stable and some of the first-

generation progeny (F1) will transmit the array through subsequent generations.

Once the strain is established, transmission is often reproducible with regard to

heritability or in the case of somatic promoters, expression. However, some degree

of mitotic instability will occur and these are incompletely inherited. If the arrays are

integrated into a chromosome, usually by treatment with radiation, it is possible to

create a strain that transmits the array in a Mendelian manner (Mello et al., 1991).
2. Advantages and Disadvantages
Transgenic constructs do not always reproduce the expression patterns of the

endogenous genes. Genes expressed in the germ line are problematic. Transgenes

in repetitive arrays are strongly silenced in germ cell nuclei (Kelly et al., 1997). It is

however possible to circumvent this issue by using mutant animals that are deficient

for genes that elicit germ line silencing (Kelly and Fire, 1998). Additionally, it is

difficult to predict and control the level of expression among different arrays, and

expression can be variable among siblings of a single strain even when using

integrated arrays showing expression variability (Mello and Fire, 1995); this can
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be detrimental for experiments where native or low-level expression of the transgene

is critical. RNAi-like effects such as cosuppression can also result in the suppression

of endogenous gene function, complicating analyses (Dernburg et al., 2000).
3. Complex Arrays
It is the repetitive nature of transgenic arrays that is the most likely cause of their

preferential silencing in the germ line (Kelly et al., 1997). To circumvent this, arrays

can be constructed in such a manner as to limit the number of reparative elements.

One way this can be done is with the addition of fragmented genomic DNA into

injection mixes (Kelly et al., 1997). The incorporation of the genomic fragments acts

as a buffer to limit repeat sequence formation. These ‘‘complex’’ arrays transmit as

heritable extrachromosomal complexes in the same manner as standard arrays.
4. Advantages and Disadvantages
The major advantage of complex arrays is for analysis of germ line-expressed

genes. For unknown reasons however, germ line expression from complex arrays is

not as stable as standard arrays and expression can disappear after the first few

generations even in strains that retain the array. Maintaining animals at 25�C sup-

presses transgene inactivation (Reese et al., 2000; Strome et al., 2001).
5. Biolistic Transformation
Microparticle bombardment is another method commonly used for transgenic array

transformation (Jackstadt et al., 1999; Praitis et al., 2001; Wilm et al., 1999; Zhao

et al., 2009). In this approach, DNA is bound onto gold particles that are then ‘‘shot’’

into worms using a ballistic bombardment instrument or ‘‘gene gun’’ (Wilm et al.,

1999). Particle bombardment generates extrachromosomal arrays with a significant

number of transformants having only a few copies of the transgene integrated at various

nonhomologous sites in the genome (Jackstadt et al., 1999; Zhao et al., 2009). The

mechanism of integration is unclear (Fire, 1986; Girard et al., 2007; Praitis et al.,

2001). For this technique, the transgenes must be subcloned into the same plasmid

containing the transformation marker. This is to ensure that all required transformation

and reporter components are delivered and integrated together (Jackstadt et al., 1999).
6. Advantages and Disadvantages
This method while technically more difficult has several advantages over standard

injection methods. An important advantage of this approach is that stable integrated

transgenic strains can be isolated directly (Praitis et al., 2001). Moreover, many

integrated transgenes do not undergo germ line silencing (Praitis et al., 2001).

Finally, a scaled-up bombardment protocol has been developed to allow consistent

isolation of strains with homologous gene replacements (Berezikov et al., 2004).
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However, preparation of nematodes and materials for gene bombardment is signif-

icantly more labor and material intensive than for microinjection, and it takes longer

to generate transgenic strains.
7. Single-Copy Insertion by MosSCI
Recently, an approach for obtaining integration of transgenes as single copies at a

defined genomic site had been developed (Frokjaer-Jensen et al., 2008). Mos1-

mediated single-copy insertion (MosSCI) takes advantage of the Mos transposable

element (Granger et al., 2004; Robert and Bessereau, 2009; Robert et al., 2009) to

introduce modified reporter constructs directly into the genome (Fig. 11).

In this approach, the construct of interest is inserted into a vector containing

flanking homology to the genomic region surrounding a known Mos element.

This vector includes a WT copy of unc-119 gene for use as a positive selection

marker. This insertion vector, along with a clone carrying the transposase gene under

the control of a heat-shock promoter and fluorescent reporters are injected into

anunc-119 mutant strain that harbors a single Mos1 element in an intergenic region

of the genome. (Vector and strain details are available at http://sites.google.com/site/

jorgensenmossci/Home).

Animals containing the assembled transgenic array express the coinjected fluo-

rescent markers. Heat-shock activation of the transposase in these animals leads to

excision of the Mos1 element. In rare instances, the resulting double strand break is
[(Fig._1)TD$FIG]

Fig. 11 MosSci single-copy insertion of transgenes. In this approach, a reporter construct is engi-

neered into a modified Mos1 transposon. This construct, along with a clone carrying the activating

transposase gene under the control of a heat-shock promoter, is injected into a carrier strain that harbors

a single Mos1 integration site in an intergenic region of the genome. Subsequent induction of the

transposase results in insertion of the hybrid transposon into the genome.

http://sites.google.com/site/jorgensenmossci/Home
http://sites.google.com/site/jorgensenmossci/Home
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repaired using the homologous DNA engineered into the insertion vector as tem-

plate. Integration events can be isolated by screening for WT animals (unc-119

positive) that have lost the transgenic array (do not express the fluorescent reporters).
8. Advantages and Disadvantage
MosSCI is a potentially powerful approach that eliminates many of the problems

associated with generating transgenic arrays. The insertion of a single copy of the

construct circumvents the issues of germ line silencing and overexpression, leading to

more stable native gene expression. The technique is however relatively labor inten-

sive, requiring the generation of several potentially complex DNA constructs and the

use of animals containing specific Mos1 insertions (Frokjaer-Jensen et al., 2008).

Screening for rare integration events also requires the use of a fluorescent microscope.

Additionally, this technique only allows for efficient insertion constructs of around 15

kb and up to 30% of the integrants will not be full length. This method is however

currently the only reliable method available for creating single copy integrants.
E. Use of Transgenic Arrays as Balancers
Under certain conditions, a transgenic array can be considered a specialized form

of duplication. In this context, they have been used to rescue and maintain specific

mutations. However, their rescuing ability has also been utilized as part of a system

for isolating suppressors of mutations that result in low-viability phenotypes (Fay

and Han, 2000; Fay et al., 2002). In these screens, wild-type copies of the gene are

carried in the array, rescuing the detrimental phenotype of the mutated animals. An

advantage of using a transgenic array is that it can be engineered to meet the needs of

the screen, for example, Fay et al. created rescuing arrays containing wild-type

copies of thelin-35gene with a GFP reporter to facilitate ease of screening.

Transgenic lines made in this manner transmit the extrachromosomal array only

to a fraction of their progeny. The screen exploits this characteristic by screening for

viable animals that have lost the array after a mutagenesis treatment. Such animals

are likely to have acquired a second site suppressor mutation.
1. Advantages and Disadvantages
Transgenic arrays can be used to great effect for the rescue of specific single-gene

mutations. Transgenic arrays, unlike large rearrangements, can also be tailored to

specific requirements such as the inclusion of specific promoter elements or the use

of fluorescent marker for rapid identification. It is however difficult to rescue

mutations in genes that are required in the germ line due to silencing of the array.

The use of transgenes for mutagenesis screens can also create complexity when

screening for suppressor mutations as integration of the transgene sequence into the

genome or disruption of the fluorescent markers can lead to false positives that are

difficult to identify and eliminate.
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Glossary
Allele: a variant of a gene

aCGH: oligonucleotide array comparative genome hybridization, aka oaCGH or arrayCGH

Alignment: positioning of two homologs in close proximity of each other

Aneuploid: alteration in copy number, more or less than two copies, or major portion of, a chromosome

Backcross: crossing a mutant phenotype to wild-type

Balancer: genetic construct that reduces crossing over allowing maintenance of the heterozygote

CGC: Caenorhabditis Genetics Centre, in Minneapolis, MN

Cis-heterozygote: mutations on the same homolog

Conditional: phenotype is dependent on certain conditions, for example, temperature

Complex rearrangement: more than one DNA rearrangement

Crossing Over: physical breakage and reunion of homologous DNA

Crossover suppressor: prevents crossing over between homologs

Deficiency: a deletion that removes a copy of one or more adjacent genes

Deletion: one copy of a portion of the DNA

Duplication: an extra copy of a portion of DNA

EMS: ethyl methane sulfonate, a commonly used chemical mutagen

Enhancer: strengthening of the mutant phenotype

Essential gene: the gene whose function is required for survival

FISH: Fluorescent in situ hybridization

Gene: a unit of DNA encoding an RNA

Gene conversion: biological substitution of one allelic form for another in a heterozygote

Gene interaction: phenotype produced by two or more mutant phenotypes

Genetic map: map based on crossover distances between phenotypic markers

Genetic nomenclature: rules for writing phenotypes, genotypes, and gene products

Genotype: description of a gene

GFP: green fluorescent protein

Hermaphrodite: individual producing both sperm and oocytes

Heterozygote: two different allelic copies of a gene

Homolog: copy of a chromosome

Homozygote: two identical copies of a gene

Him: high incidence of males
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HRR: homolog recognition region

Integration: extraneous DNA that inserts into a chromosome

Inversion: a region of DNA that is ‘‘inverted’’, that is, turned end for end

Isolate: single individual used to establish a strain

Lab designations: Two letter registered descriptor of each C. elegans lab, available at WormBase

Lethal: a mutation that cannot be propagated as a homozygote over successive generations

Linkage: on the same DNA molecule

Male sperm: sperm from male C. elegans as opposed to hermaphroditic sperm

Maternal Effect Lethal: an adult that produces infertile progeny

Mutation: a rare alteration in the DNA sequence

Mutagen: chemical or physical source that causes changes in the DNA sequence

Mutagen dosage: amount of mutagen applied and duration of exposure

Morphological Marker: a phenotype that alters the body structure in a visible way

Nonconditional: phenotype is independent of external conditions

Nondisjunction: failure of two homologs to separate two different cells during meiosis

Ortholog: shared DNA sequence identity or similarity between species

Out-cross: fertilization of hermaphrodite oocytes by male sperm

Paralog: shared DNA sequence identity or similarity within a species

PCR: polymerized chain reaction

Phenotype: recognizable feature of the animal resulting from its genetic composition

Physical map: map based on the DNA sequence

Primers: DNA oligos used to start the PCR amplification process

Punnet Square: representation of haploid gametic forms and the resulting diploid progeny

Promoter: binding site for DNA polymerase and accessory proteins

Promoter::GFP: promoter sequence linked to a green fluorescence protein reporter

Radiation: physical mutagen in the form of energy causing changes in the DNA, for example,

gamma, X-ray, UV

Rearrangement: a reorganization of the genetic material

Reciprocal translocation: rearrangements of two chromosomes such that no genetic material is lost

Recombination: biological reorganization of homologous chromosomes

Rescue: return to wild-type phenotype

RNAi: interference of gene expression by double-stranded RNA

Screening: process of identifying mutant phenotypes

Self-fertilization: fertilization, in a hermaphrodite, of oocytes by its own sperm

Semidominant: phenotype recognizable as a heterozygote

SNP: single nucleotide polymorphism (between two populations)

Snip-SNP: single nucleotide difference resulting in alteration of a restriction digest cut site

Spontaneous mutation: alteration of the DNA sequence in the absence of a known mutagen

Stability: frequency with which a genotype alters

Strain construction: crosses to bring together genotypes to be maintained as a heritable strain

Sterile Adult: an adult that does not produce fertilized oocytes

Synapsis: formation of the synaptonemal complex during meiotic prophase

Suppressor: lessening of the mutant phenotype

Telomere: specialized sequence at the end of a linear chromosome

Terminal deletion: deletion of DNA-removing sequences adjacent to the telomere

Transgenic array: introduced concatenated DNA that is transmitted heritably

Transposon: region of DNA capable of movement from one site to another

Trans-heterozygote: mutations on each of the homologs

Translocation: rearrangement of DNA from one region of the genome to another

Transgenes: introduced DNA transferred from outside the animal

Wild type: accepted nonmutant form of the animal or a gene

WormBase: database of information about C. elegans, www.wormbase.org
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Abstract
The nematode Caenorhabditis elegans is an anatomically simple metazoan that

has been used over the last 40 years to address an extremely wide range of

biological questions. One major advantage of the C. elegans system is the

possibility to conduct large-scale genetic screens on randomly mutagenized ani-

mals, either looking for a phenotype of interest and subsequently relate the

mutated gene to the biological process under study (‘‘forward genetics’’), or

screening for molecular lesions impairing the function of a specific gene and

later analyze the phenotype of the mutant (‘‘reverse genetics’’). However, the

nature of the genomic lesion is not controlled in either strategy. Here we describe

a technique to engineer customized mutations in the C. elegans genome by

homologous recombination.

This technique, called MosTIC (for Mos1 excision induced transgene-

instructed gene conversion), requires a C. elegans strain containing an insertion

of the Drosophila transposon Mos1 within the locus to modify. Expression of the

Mos transposase in the germ line triggers Mos1 excision, which causes a DNA

double strand break (DSB) in the chromosome at the excision site. The DSB

locally stimulates DNA repair by homologous recombination, which can some-

times occur between the chromosome and a transgene containing sequence

homologous to the broken locus. In that case, sequence variations contained in

the repair template will be copied by gene conversion into the genome. Here we

provide a detailed protocol of the MosTIC technique, which can be used to

introduce point mutations and generate knockout and knock-in alleles.
I. Introduction
Gene knockout (KO/del) and knock-in (KI) have emerged as essential com-

ponents of the genetic toolbox used to study gene function in model organisms.

In yeast and mouse, techniques have been developed in the eighties to engineer

chromosomal loci (Doetschman et al., 1987; Scherer and Davis, 1979; Thomas

and Capecchi, 1987); these rely on the recombination between the chromosome

and a transgenic DNA fragment carrying the sequence to introduce into the

genome flanked by sequences homologous to the targeted locus. Positive and

negative selection markers are used to identify recombination events and select

against random insertion into the genome. In the nematode Caenorhabditis

elegans, however, the low frequency of spontaneous recombination between the

genome and exogenous DNA has impeded for a long time the establishment of an

equivalent strategy. Therefore, most of the data generated in C. elegans to

characterize gene expression patterns or to define the subcellular localization

of tagged proteins relied on the use of transgenes made of repetitive extrachro-

mosomal arrays.
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A. Transgenesis in C. elegans
The initial technique of transgenesis developed in C. elegans is based on DNA

microinjection in the syncitial part of the germ line (Evans, 2006; Mello and

Fire, 1995; Mello et al., 1991; Stinchcomb et al., 1985). Injected DNA fragments

are randomly concatemerized in the germ line, resulting in the formation of large

arrays, which contain hundreds of copies of the injected DNA. These arrays

remain extrachromosomal and are replicated during cell division. This transgen-

esis technique is extremely simple and efficient, yet it has some intrinsic limita-

tions. First, genes contained in repetitive transgenic sequences are often over-

expressed in the soma, sometimes generating toxic effects and experimental

artifacts such as nonphysiological expression patterns. Second, repetitive

sequences present in extrachromosomal arrays are, most of the time, silenced

in the germ line (Kelly et al., 1997). In addition, their presence triggers an RNA

silencing process known as cosuppression that induces the silencing of the

homologous endogenous locus (Dernburg et al., 2000; Ketting and Plasterk,

2000; Robert et al., 2005). Cosuppression phenocopies loss-of-function alleles

of germ line-expressed genes, often resulting in animal sterility and preventing

the use of extrachromosomal arrays to study germ line-expressed genes in

C. elegans. Third, extrachromosomal arrays are not stably inherited during

mitosis and meiosis. As a consequence, transgenic animals are mosaic and

transgenic siblings can exhibit different phenotypes depending on how many

cells contain the extrachromosomal array. This problem can be solved by ran-

domly integrating the repetitive transgenes in the genome. Radiations or chemi-

cals are used to cause random double strand breaks (DSBs), thereby stimulating

DNA recombination between the transgene and the genome. The transgenic

population is subsequently screened for animals that segregate the transgenes

in a Mendelian fashion (Evans, 2006). Fourth, structural rearrangements can

occur over time in the extrachromosomal array, hence causing variations of

transgene expression patterns and levels among different generations of the same

transgenic line.

A second technique of transgenesis was developed based on the bombardment

of the germ line with DNA-coated gold particles (Evans, 2006; Green et al.,

2008; Praitis et al., 2001; Wilm et al., 1999). About 10% of the transformants

obtained with this ‘‘biolistic’’ transformation technique are unique low-copy

chromosomal insertions that can be readily identified by the use of a visible

counterselection marker (Vazquez-Manrique et al., 2010). Biolistic has been used

to generate C. elegans strains stably expressing transgenes both in the germ line

(see for examples Cheeseman et al., 2004; Merritt et al., 2008; Sijen and

Plasterk, 2003) and the soma (see for examples Berset et al., 2005; Praitis

et al., 2005). Results obtained with such transgenes are thought to be more

physiologically relevant than the ones obtained with repetitive extrachromosomal

arrays (Praitis et al., 2001).
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B. Genome Engineering by Homologous Recombination in C. elegans
Over the last 20 years, several attempts were made to develop a genome engi-

neering technique using different strategies to promote the recombination between

the genome and a homologous transgene.

First, it was hypothesized that extrachromosomal arrays made by DNA microin-

jection in the germ line syncitium were bad recombination substrates because of

their repetitive structure (Broverman et al., 1993). Therefore alternative ways of

introducing DNA in the germ line were tested. Engineered DNA fragments were

directly injected into the nuclei of meiotic oocytes. Genomic integration of the

injected DNA was identified in the progeny of the injected animals. Out of the

recombination events, 3% (2 out of 63) resulted from homologous recombination

between the injected DNA and the genome. However, this technique was not further

developed, mostly because of the difficulty to inject DNA intomeiotic oocyte nuclei.

Similarly, DNA sequences introduced in C. elegans by biolistic were shown to

recombine at low frequency with homologous genomic sequences (Berezikov

et al., 2004; Jantsch et al., 2004). The use of a visible counterselection marker

was later proved to be very useful to identify rare homologous recombination events

among all transformants (Vazquez-Manrique et al., 2010). However, the homolo-

gous recombination frequency obtained with this method is low. About one recom-

bination event was obtained among 300 transformants derived from 30 independent

bombardment experiments. In a laboratory where biolistic transformation is already

established, performing and screening 30 independent bombardment experiments

will take approximately 2 months of full-time bench work and additional efforts will

still be required to identify bona fide recombinants.

A second set of strategies was using endogenous C. elegans DNA transposons of

the Tc family. DNA transposons move by a ‘‘cut-and-paste’’ mechanisms: they

encode a transposase that binds the terminal ends of the transposon and catalyzes

the excision and reinsertion of the transposon DNA, leaving at the excision site a

DSB that must be repaired by the cellular machinery. It was demonstrated that such

DSB can sometimes be repaired by homology-dependent recombination between the

broken chromosome and DNA provided in trans as a repair template (Gloor et al.,

1991; Plasterk, 1991; Robert et al., 2008). This provided a means to copy sequence

variations from the repair template into a genomic target region. The feasibility of

such strategy was demonstrated in C. elegans by Plasterk and Groenen (Plasterk and

Groenen, 1992) and later revisited to establish a genome engineering protocol

(Barrett et al., 2004). However, the use of endogenous transposons has a number

of disadvantages. Because these elements are not mobile in the germ line of wild-

type animals, transposon mobilization is achieved in genetic backgrounds, known as

mutators, where germ line transposition is derepressed. As a result, transposons

accumulate in the genome of these mutator strains, causing uncontrolled mutations

resulting in a high morbidity of the strains. In addition, the frequency of homologous

recombination events remains modest, necessitating the growth and screening of

large populations of animals in which the insertion of interest is unstable.
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To circumvent these problems, we used the heterologousDNA transposonMos1 to

induce DSBs in the C. elegans genome (Robert and Bessereau, 2007; Robert et al.,

2008).Mos1was initially isolated inD.mauritiana (Hartl, 2001; Jacobson andHartl,

1985; Jacobson et al., 1986) and subsequently mobilized in the C. elegans germ line

(Bessereau et al., 2001). Briefly, it was shown that Mos1 copies provided in an

extrachromosomal transgene could insert into the genome when expressing the Mos

transposase in the germ line. It generates a small number of insertions (on average

2.5 insertions per genome) that are stable in the absence of the Mos transposase

(Williams et al., 2005). Such insertions are efficiently remobilized in the presence of

the Mos transposase, generating DSBs that are preferentially repaired by homol-

ogous recombination (Robert et al., 2008). Based on these observations, we

developed a genome engineering technique called MosTIC (for Mos1-excision

transgene-instructed gene conversion; Fig. 1) (Robert and Bessereau, 2007) and

optimized efficient protocols (Robert et al., 2009).

Side-by-side comparison of results obtained with strains carrying repetitive extra-

chromosomal arrays andKI strains generated byMosTIC demonstrates that genomic
[(Fig._1)TD$FIG]

Fig. 1 Transgene-instructed gene conversion in C. elegans. A targeted DNA double strand break

(DSB) is created in the genome by triggering the excision of the DNA transposon Mos1 (step 1). A

transgene containing a mutation ‘‘M’’ flanked by DNA sequence homologous to the broken locus can be

used as a repair template (step 2). Gene conversion results in the introduction of the mutation in the

chromosome.
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engineering avoids overexpression artifacts and provides more physiologically rel-

evant results (see ‘‘Discussion’’ for an example). Here, we provide a detailed

description of theMosTIC protocol routinely used in our laboratory and we discuss

an alternative protocol that we have established.
II. General Features of the MosTIC Technique and
Experimental Outline
An overview of the MosTIC procedure is depicted in Fig. 2A and can be sum-

marized in five points:
(i)
 A Mos1 insertion is identified in the region of interest.
(ii)
 A repair template containing the desired modification is designed.
(iii)
 Transgenic lines containing the selectedMos1 insertion are generated with the

repair template and a vector providing the expression of the Mos transposase

under the control of a heat-shock inducible promoter.
(iv)
 Mos1 excision and MosTIC are triggered by a heat-shock treatment.
(v)
 MosTIC-engineered alleles are identified using either PCR or phenotypic

reversion to screen the progeny of heat-shocked animals.
Using this protocol, it is possible to engineer point mutation alleles, KO/del alleles

and KI alleles expressing tagged protein versions (Fig. 2B). MosTIC alleles engi-

neered at theMos1 insertion point are recovered with frequencies ranging from 10–3

to 10–5 events per offspring. This frequency decreases when the modification to

introduce into the genome is located further away of the Mos1 insertion point.

Characterization of a MosTIC conversion tract was performed at the unc-5 locus

(Robert and Bessereau, 2007 and Fig. 2C) using a repair template containing mul-

tiple silent polymorphisms. Point mutations localized in a 1 kb-long fragment

centered at the Mos1 insertion point were copied in at least 50% of the MosTIC

alleles. The recombination efficiency was decreased 20 times 1.5 kb away from the

Mos1 insertion point.

Using this standard protocol, we have been able to generate seven different

MosTIC KI alleles at five independent loci of the C. elegans genome (Gendrel

et al., 2009; Robert and Bessereau, 2007; and V. Robert, T. Boulin, C. Stigloher,

H. Tu and J.L. Bessereau, unpublished results). Tags have been inserted at distances

varying from 20 to 800 bp of the Mos1 insertion point and estimated MosTIC

efficiencies were similar to the ones observed for point mutation engineering.

When it is possible to screen for an engineered allele based on a visible pheno-

type, it takes only 2 weeks after heat-shock induction of the Mos transposase

expression to isolate a strain containing the MosTIC allele. When using a PCR-

based strategy, several rounds of sibling selection are required to isolate single

modified animals and it takes about 1 month after the initial heat-shock to isolate

the MosTIC allele.
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Fig. 2 Description of the standardMosTIC procedure. (A) Overview of the standardMosTIC protocol (see text for details).

(B)MosTIC efficiency using the standard procedure. Examples ofMosTIC-engineered alleles including point mutation, KO/del

or KI alleles. They were recovered at frequency ranging from 10–3 to 10–5 events per offspring. Note that reducing the length of

one homologous arm decreased MosTIC efficiency (fourth example). (C) MosTIC conversion tract (adapted from Robert and

Bessereau, 2007). The region that can be efficiently converted byMosTIC spans 1 kb centered at theMos1 insertion point. See

text for details. (See color plate.)
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III. Methods

A. Identification of a Mos1 Insertion in the Target Region
MosTIC requires an entry strain containing a Mos1 insertion preferentially

located at 500 bp or less from the target site. A Mos1 insertion library has been

generated by the Nemagenetag consortium (Bazopoulou and Tavernarakis, 2009;

Duverger et al., 2007). It contains 13,845 independent insertions, which provide

entry points for manipulating about 10% of the genome. Mapped insertions are

annotated in wormbase (http://www.wormbase.org/) and C. elegans stocks car-

rying these insertions are distributed upon request (http://www.cgmc.univ-lyon1.

fr/cgmc_info_celeganstp.php). Alternatively, strains containing Mos1 insertions

in a gene of interest can be generated by performing its own Mos1 mutagenesis

(Williams et al., 2005) as described in the following protocols (Bessereau, 2006;

Boulin and Bessereau, 2007). Mos1 mutagenesis strategy can be extremely

useful to identify Mos1 insertions in several genes involved in the same biolog-

ical process and further use the Mos1 alleles as entry points for genomic

engineering.
B. Construction of Transgenic Lines

1. Building the Repair Template
Standard repair templates designed to engineer MosTIC KO/del or KI alleles are

described in Fig. 3. A standard MosTIC repair template (Fig. 3A) contains the

modifications to introduce into the genome flanked by one long arm and one short

arm of genomic sequences. The long arm (left arm on Fig. 3) contains the genomic

sequence located between the point where modifications have to be introduced in the

locus and theMos1 insertion point and an additional 1.5-kb long genomic fragment

flanking the left side of theMos1 insertion point. The short arm (right arm on Fig. 3)

contains a 1.5-kb long genomic fragment at the right side of the genomic point where

the modifications have to be introduced. The repair template is preferentially made

using PCR fusion-based strategies (Hobert, 2002) (Fig. 3) but any molecular biology

techniques can be used. Next, it is cloned into a standard plasmid and sequenced over

its full-length before injection.

For the construction of ‘‘KO/del’’ repair templates, independent PCR are per-

formed with primers P1–P2 and P3–P4 (Fig. 3B) on genomic DNA extracted from

wild-type animals. P2 is 44 bp long and overlaps the region that has to be deleted. Its

30 end contains a 20 nucleotide-long sequence complementary to the segment that

flanks the deletion on its left side and its 50 end contains a 24 nucleotide-long

sequence complementary to the segment that flanks the deletion on its right side.

This sequence will hybridize with the end of the P3-P4 product during the PCR

fusion reaction, which is performed using primers P1 and P4 and an equimolar mix

of P1-P2 and P3-P4 PCR products. Amplification can be performed using the

Phusion high-fidelity DNA Polymerase (Finnzymes) or any other high-fidelity

http://www.wormbase.org/
http://www.cgmc.univ-lyon1.fr/cgmc_info_celeganstp.php
http://www.cgmc.univ-lyon1.fr/cgmc_info_celeganstp.php
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Fig. 3 (A) Description of a standard MosTIC repair template. (B) Repair templates and control

plasmids for the engineering and PCR screening of MosTIC KO/del and KI alleles. Primers required

for construction of the templates and PCR screening are described in the text.
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polymerase. If necessary, a gradient of annealing temperature ranging from 55 to

68�C can be performed to optimize the amplification of individual and fused frag-

ments. After amplification, PCR products are purified by gel extraction using the

Qiaquick Gel Extraction Kit (Qiagen) according to the instructions of the manufac-

turer. The final PCR product corresponding to the full-length repair template is

subcloned using the Zero Blunt PCR cloning kit (Invitrogen) or any other cloning kit

and sequenced.
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‘‘KI’’ repair templates are synthesized in two successive rounds of PCR fusion.

First, primers P10 and P20 (Fig. 3C) are used on wild-type genomic DNA to amplify

the long arm of the repair template and P30 and P40 are used to amplify the tag

sequence using an appropriate PCR template. P20 contains in its 50 end a tail of 24

nucleotides, which overlaps with the end of the tag sequence. PCR fusion is per-

formed using primers P10 and P40 and an equimolar mix of P10–P20 and P30–P40 PCR
products. The short arm of the repair template is amplified on wild-type genomic

DNA using P50 and P60. P50 contains in its 50 end, a tail of 24 nucleotides, which

overlaps with the end of the tag sequence. PCR fusion is performed by mixing

equimolar quantities of P10–P40 and P50–P60 PCR products and using primers P10

and P60.
Repair templates for point mutations can be constructed either by PCR fusion-

based strategywith primers containing themutations or by site-directed mutagenesis

of a subcloned genomic fragment using, for example, the QuickChange II kit

(Stratagene).

Several mechanisms are at work in the C. elegans germ line to repair a Mos1-

triggered DSB (Robert et al., 2008) and sometimes regenerate sequences encoding a

functional protein.When screeningMosTIC-engineered alleles by phenotypic rever-

sion, it might be useful to be able to quickly distinguish between revertants generated

by transgene-instructed gene conversion from those generated by other mechanisms.

In that case, we recommend to introduce a silent restriction site in the repair template

close to the DSB site (see Robert and Bessereau, 2007 for an example).
2. Establishment of Transgenic Lines
(a)
 Use standard C. elegans germ line microinjection procedure (Evans, 2006;

Mello and Fire, 1995) to generate extrachromosomal arrays carrying both the

repair template and a heat-shock inducibleMos transposase expression vector in

a genetic background homozygous for the Mos1 insertion to mobilize.

Into a strain homozygous for theMos1 insertion of interest, inject the following

mix:

– the repair template at 50 ng/mL.
– pJL44 (Phsp-16.48::MosTase) at 50 ng/mL.
– pPD118.33 (Pmyo-2::GFP) at 5 ng/mL as a transformation marker.
Inject about 20 animals and keep them at 20�C prior to transgenic F1 screening.
(b)
 Isolate individual F1 transgenic animals with expression of GFP in the pharynx

and screen their progeny to identify transgenic lines. Usually, 10–30% of the F1

transgenic animals give transgenic lines. Select five healthy lines derived from

different F1 transgenic animals, with an intermediate to high transgene trans-

mission rate (>50% transmission of the transgenic array).
(c)
 Amplify the transgenic populations by maintaining the transgenic lines at 25�C,
if possible, in order to minimize potential transgene silencing.
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C. Heat-Shock Induction of Mos1 Excision and Pooling of Heat-Shocked Animals
(a)
 Select nematode growth medium (NGM) plates (Stiernagle, 2006) containing

about 200 young transgenic adults from one to five transgenic lines, seal with

parafilm and immerse for 1 h in a water bath setup at 33�C.

(b)
 Let the worms recover for 1 h at 15�C.

(c)
 Immerse for 1 h in a water bath setup at 33�C. Remove the parafilm.
(d)
 After one night at 20�C, transfer heat-shocked animals to fresh plates.

Depending on the fertility of the heat-shocked transgenic animals, put one to

five animals on the same plate in order to obtain 100 F1 animals in each pool. To

calibrate this step, we recommend to heat-shock few transgenic animals and

estimate their brood size before starting the MosTIC experiment.
(e)
 Before screening, roughly estimate the F1 population size to be able later to

calculate the MosTIC efficiency.
Typically, 50–100 pools are screened for a single heat-shock induction experi-

ment. If MosTIC occurs with a frequency of 5�10–4 events per offspring in the

progeny of the heat-shocked animals, the probability of recovering at least one

MosTIC allele when screening 10,000 progeny of heat-shocked animals is 99%. If

MosTIC efficiency is lower, we recommend to repeat several heat-shock induction

experiments of the same size rather than increasing the size of a single induction

experiment.
D. Screening

1. PCR Screening
In most cases, identification of MosTIC KO/del and KI alleles relies on PCR

screening, which is performed in two successive rounds of nested PCR. To facilitate

the handling of a large amount of samples, we recommend toworkwithmultichannel

pipettes and repeating dispenser using 96-well PCR plates.
(a)
 Primer Design and ‘‘Jumping PCR’’ (Fig. 4)

For each primer pair, one primer is located inside the repair template and the

other one outside. For KO/del alleles, the ‘‘inside’’ primers recognize the repair

template on its left/long arm (primers P5 and P7 on Fig. 3). For KI alleles, the

‘‘inside’’ primers recognize the repair template in the tag sequence (primers P70

and P90 on Fig. 3). In both case, the ‘‘outside’’ primers recognize genomic

sequences to the right of the short arm.

One common pitfall of this strategy arises from PCR fragments having the same

size as the specific PCR product amplified in the presence of a MosTIC-engi-

neered allele and sometimes amplified from transgenic animals that do not

contain MosTIC-engineered alleles (Fig. 4A). This artifact arises by ‘‘jumping

PCR’’ (Paabo et al., 1990) between single-stranded DNA generated from the

transgene on the one hand and the genome on the other hand (Fig. 4A and B).

Jumping PCR is dependent on the nucleotidic composition of the amplified
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Fig. 4 Jumping PCR. (A) Example of jumping PCR occurring during the screening for a KI allele. A PCR product can be

generated by ‘‘jumping’’ between two single-strand DNA products synthesized from the transgenic repair template and the

genome respectively. This will generate a false-positive PCR signal even in the absence of aMosTIC-engineered allele (adapted

from Robert et al., 2009). For primers names, we use the same nomenclature as in Fig. 3. (B) Effect of annealing temperature on

jumping PCR. In this experiment, mixed transgenic/nontransgenic worm populations derived from four non-heat-shocked

independent lines (a, b, c, d) constructed to engineer by MosTIC a KI allele at the unc-5 locus were analyzed by PCR using

the primers designed for theMosTIC allele PCR screening. At annealing temperatures (indicated at the top of the gels) ranging

from 60 to 66.4�C, false-positive PCR products are generated by jumping PCR. They disappear at 68.4 and 70�C. Two dilutions
of a control plasmid (P1=1 ng/mL and P2=10–2 ng/mL) are used to verify that the amplification is still efficient in the presence of

a specific PCR template. (C) Example of a PCR screen performed on animals derived from the lines tested in (B). Mixed

transgenic/nontransgenic populations derived from heat-shocked transgenic animals are tested by PCR.When primer annealing

is performed at 64 and 66.4�C, many false-positive signals are detected.When annealing is performed at 68.4�C, only one signal
is present (pool #3). Further sibling selection experiments performed on pool 3 identified worms carrying the desiredMosTIC-

engineered unc-5 locus.
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sequence and in order to minimize it, PCR conditions need to be set up for each

MosTIC experiment.
(b)
 PCR Conditions Setup

We observed that jumping PCR could be minimized by reducing the annealing

time, increasing the annealing temperature, and/or diluting 10–100 times the

worm lysates before starting PCR.

To optimize the PCR conditions and minimize ‘‘jumping PCR,’’ proceed as

follow:

1. Construct a positive control for your PCR (Fig. 3B and 3C). It must contain the

full-length repair template and an additional 200–300 nucleotides long geno-

mic fragment including the primers used for MosTIC-engineered allele

screening. Using the Phusion high-fidelity DNA polymerase (Finnzymes) or

any other high-fidelity polymerase, amplify (i) the full-length repair template

on the previously constructed plasmid using P1 and P4 for KO/del repair

template and P10 and P60 forKI repair template and (ii) the 200–300 neuclotide

long genomic fragment adjacent to the short arm of the repair template. This

latter is amplified with primers P9–P10 and P110 –P120 respectively. P9 and

P110 contain in their 50 end a tail of 24 nucleotides that overlapswith the end of
the short arm of the repair template and fusion PCR is performed using

P1–P10 and P10 –P120, respectively. The PCR product is subcloned using

the Zero Blunt PCR cloning kit (Invitrogen) or any other cloning kit.

2. For each transgenic line, pick three to five non-heat-shocked transgenic

animals on a 6 cm fresh NGM plate. Grow these worms and their progeny

for 1 week at 20�C. Collect the mixed nontransgenic/transgenic worm pop-

ulation with 1 mL of M9 1� buffer and transfer them to a 1.5 mL tube. Place

on ice for 10 min for sedimentation. Collect 50 mL at the bottom of the tube

and transfer to 0.2 mL PCR tubes. Add 50–100 mL of worm lysis buffer

complemented with proteinase K. Perform lysis at 65�C for 2–3 h and

inactivate proteinase K by incubating the lysate at 95�C for 20 min. Such

lysates can be stored at –80 �C for at least 3 weeks.

3. To set up PCR conditions, use 1 mL of each lysate, a 1 ng/mL and a 10-2 ng/

mL dilution of the control plasmid preparation. For each sample, perform the

following PCR program (using a standard Taq DNA polymerase):

– step 1: 3 min at 95�C,
– step 2: 30 s at 95�C,
– step 3: 15 s at annealing temperature,

– step 4: 2 min at 72�C temperature,

– step 5: cycle 29 times from steps 2 to 4

– step 6: 5 min at 72�C.
Make a gradient of annealing temperature ranging from 55 to 70�C. For the
nested PCR, dilute the first PCR 100 times and perform the second PCR at the

same annealing temperature.
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An example of a setup experiment is shown Fig. 4B. It demonstrates that

jumping PCR is detected when primer annealing is performed between 60�C
and 66.4�C. There is no PCR jumping when primer annealing is performed at

68.4 �C. However, the control plasmid can still be amplified using this latter

annealing temperature suggesting that a MosTIC allele with a similar structure

should be detected under these conditions. A similar experiment was performed

on pools of heat-shocked transgenic animals derived from the lines tested on

Fig. 4B (Fig. 4C), five pools out of six were positive when annealing the primers

at 64�C. In contrast, only pool 3 was still positive when annealing the primers at

68.4�C. Further screening confirmed that pool 3 indeed contained a MosTIC-

engineered allele.
(c)
 PCR Screening Using a Sibling-Selection Strategy

1. Wait for the pools of heat-shocked animals (cf. Part III. B) to exhaust their

food supply.

2. Wash half of the plate with 1 mL of M9 1� buffer and transfer the animals to

a 1.5 mL tube. Let the worms sediment on ice, collect 50 mL at the bottom of

the tube, and transfer the worms to PCR plates.

3. Perform lysis and PCR as previously described (cf. Part III. C. 1. b 2 & 3)

using the optimized PCR parameters.

4. Once a positive PCR signal is identified, transfer a chunk of the correspond-

ing plate to a fresh plate. From the developing population, make 15 pools of

20 nontransgenic (non-GFP-positive) animals. Selecting nontransgenic ani-

mals at this step (i) prevents potential jumping PCR problems and (ii) does

not affect the recovery frequency of MosTIC events since they happened in

the germ line of the heat-shocked animals few generations before. Wait for

the pools to exhaust their food supply and analyze them as described above.

At this step,MosTIC-engineered alleles can be, most of the time, detected by

a single PCR round. For no clear reason, we sometimes observe a significant

decrease of the efficiency of the nested PCR. It might be due to the absence of

single-strand DNA generated from the transgene and that is used as PCR

template in the previous screening step.

5. From one positive subpool, clone 40–80 individuals to single plates to

identify the MosTIC-engineered strain.
2. Phenotypic Screening
When phenotypic screening strategies could be used, they turned out to be very

efficient in some of our experiments (Robert and Bessereau, 2007 and unpublished

data). They can be used, for instance, to generate a KO/del allele starting from a

nonmutagenic Mos1 insertion or to generate a functional KI allele starting from a

mutagenicMos1 insertion. In both cases, it is recommended to work with nonrescu-

ing repair templates. The presence of a repair template able to rescue by itself the
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function of the target gene will make more difficult the identification of MosTIC-

engineered animals either because it will mask the presence ofMosTIC-engineered

animals or because it will generate many false-positives.

It should also be kept in mind that DSB repair can sometimes regenerate func-

tional alleles after excision ofmutagenicMos1 insertionswith the same efficiency as

transgene-instructed gene conversion (Robert and Bessereau, 2007; Robert et al.,

2008 and unpublished data) and is also able to generate mutant alleles after excision

of nonmutagenicMos1 insertions. Hence, it will always be necessary to analyze the

molecular structure of the revertant or mutant alleles selected on individual pheno-

types to identify bona fide MosTIC-engineered strains.
E. An Alternative Protocol Based on the Constitutive Expression of the Mos Transposase
An alternativeMosTIC protocol is being developed in our laboratory (Fig. 5). It is

based on the observation thatMos1 insertions can apparently be remobilized directly

in the germ line of animals that have been injected with a vector containing the Mos

transposase under the control of the constitutive germ line promoter Pglh-2

(Frokjaer-Jensen et al., 2008).

In this protocol, a DNA mix containing the repair template (50 ng/mL), the
pJL43.1 plasmid (Pglh-2::MosTase at 50 ng/mL), and the pPD118.33 (Pmyo-2::

GFP at 5 ng/mL) is injected into the germ line syncitium of worms homozygous for

the insertion to be remobilized. Each injected P0 animal is kept at 20�C on a NGM

plate and screened for the presence of transgenic worms expressing GFP in the

pharynx in their F1 progeny to verify that they were successfully injected. When

using a phenotypic screening strategy, candidateMosTIC alleles can be screened in

the progeny of P0 animals that segregate transgenic animals. When using PCR

screening, consider each P0 plate containing F1 progeny as a pool and use the

sibling-selection strategy described previously.

Interestingly, we observed that MosTIC alleles could arise at later generations

using Pglh-2::MosTase. Therefore, it is worth isolating transgenic lines and screen-

ing forMosTIC alleles at subsequent generations if noMosTIC-engineered allele is

recovered on the P0 plates. To minimize germ line silencing of the extrachromo-

somal array containing the Mos transposase source, we recommend to maintain the

transgenic lines at 25�C.
Using this protocol, we constructed three independent KI alleles of unc-29, a gene

coding for a subunit of the acetylcholine receptor expressed at neuromuscular

junctions. Based on phenotypic screening, we were able to recover MosTIC-engi-

neered alleles with a frequency ranging from one MosTIC-engineered allele out of

7 successfully injected animals (14%) to one MosTIC-engineered allele out of 15

successfully injected animals (6.6%) (Fig. 5B).

When using a phenotypic screening strategy, engineered alleles can be obtained in

less than 10 days after injection. When using a PCR-based strategy, engineered

alleles are recovered in 3 weeks after injection.
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Fig. 5 Description of an alternativeMosTIC procedure. (A) Overview of the procedure. In this strategy, the Mos transposase

is under the control of a constitutive germ line promoter and MosTIC-engineered alleles can be screened directly in the F1

progeny of injected animals. (B)MosTIC efficiency using this strategy. The number of recoveredMosTIC-engineered alleles is

given compared to the number of successfully injected animals. (See color plate.)
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F. An Alternative Protocol for MosTIC-Engineered KO/del Alleles Selection
An alternative MosTIC protocol called MosDEL (which stands for Mos1-

mediated deletion) was recently developed by the group of E. Jorgensen

(University of Utah) to engineer and select KO/del alleles (Frokjaer-Jensen et al.,

2010). In the MosDEL protocol, a C. briggsae unc-119(+) fragment, which can

rescue the mutant phenotype of unc-119(ed3) mutants, is inserted at the place of the

deleted region. First, the unc-119(ed3) allele is crossed into a strain containing a

Mos1 insertion in the region to delete. Second, the repair template is injected in that

strain together with a vector containing the Mos transposase under the control of the

constitutive germ line promoter Pglh-2 and 3 plasmids expressing mCherry in

different tissues to mark extrachromosomal arrays. After two to three generations
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(7 days), progeny of the injected animals are screened for MosTIC-engineered KO/

del alleles by looking at the worms that are rescued for unc-119 but that do not

express any of the injection markers. Most of them contain a MosTIC-engineered

allele in which the region to delete has been replaced by the unc-119 marker.

Using this protocol, it has been possible to (i) generate several deletions at the

dpy-13 locus, some of them being 25-kb long, (ii) delete the tandem gene duplica-

tion containing the cst-1 and cst-2 genes, and (iii) delete the essential gene dyn-1.

Interestingly, the presence of the unc-119(+)marker at the site of the deletion makes

a perfectly balanced lethal chromosome. A detailed protocol is provided in Frokjaer-

Jensen et al. (2010).

This method seems to be extremely simple and powerful to select MosTIC-

engineered KO/del alleles without using PCR screening. It remains, however, to

evaluate the potential effect of the unc-119(+) fragment on the expression of nearby

genes.
G. Frequently Asked Questions

1. When is it Better to use the AlternativeMosTIC Protocol Based on Constitutive Germ Line

Expression of the Mos Transposase Instead of the Standard Protocol?
The standard MosTIC protocol, requires the microinjection of only few animals

containing the Mos1 insertion of interest in order to generate transgenic lines. The

alternative protocol requires more time microinjecting but permits the identification

of engineered alleles a few days after injection. However, the overall MosTIC

efficiency depends on the quality of the injection, which varies with the researcher

injection ability and the genetic background. If the MosTIC events are predicted to

be rare (engineering site far from theMos1 insertion), we recommend to use a heat-

shock-based strategy.
2. What is the Optimal Length for the Homologous Arms Present on the Repair Template?
Standard repair templates contain two 1.5 kb regions of homology (see Part III.A.1

for details). We tried to increase the length of one of this arm but did not observe a

significant increase inMosTIC efficiency (Robert and Bessereau, 2007 and Fig. 2B).

On the contrary, shortening one of the arm length down to 700 bp dramatically

decreased MosTIC efficiency.

When designing a repair template, there are two points to keep in mind depend-

ing on the screening methodology. First, if a phenotypic screening strategy is used,

it is essential that the repair template by itself does not rescue the mutant pheno-

type. Second, if screening by PCR, it is essential to keep at least one of the

homologous arm short enough to be able to design primers outside of the repair

template. In our experiments, we usually keep the short homologous arm at 1.5 kb

and we design primers in such a way that PCR fragment will range between 1.8

and 2 kb.
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3. Did you Try toHave theRepair Template and theMos Transposase on TwoDifferent Arrays?

Why Don’t you use the Existing hsp::Tpase Array oxEx166 (Bessereau et al., 2001; Boulin
and Bessereau, 2007; Williams et al., 2005)?
Initial MosTIC experiments were performed using the existing oxEx166 array,

which contains heat-shock inducible source of Mos transposase, combined with an

independent array carrying the repair template. In this configuration, MosTIC was

not more efficient than using a single array carrying both the transposase and the

repair template. Therefore, we recommend to generate a single extrachromosomal

array because it is sometimes problematic to select and amplify double transgenic

animals. In addition, we think that using a freshly injected source of transposase for

each experiment minimizes the risk of working with transgenes that might have

undergone silencing.
4. Did you Try Other Coinjection Markers than pPD118.33 (Pmyo-2::GFP)?
Any coinjection marker might work as long as it is easy to detect. For example, we

used the dominant injection marker rol-6(su1006) contained on plasmid pRF4

(Mello et al., 1991). However, extrachromosomal arrays are not always stable in

mitosis or meiosis. As a consequence, transgenic animals are mosaic, meaning that,

in a single animal, some cells carry the transgene whereas others have lost it

(Stinchcomb et al., 1985). Mosaicism can sometimes complicate the discrimination

between transgenic animals from nontransgenic animals, which is an issue when

screening by PCR. In our experiments, confusion between nontransgenic and trans-

genic animals happened when working with pRF4. On the contrary, we did not have

significant problems discriminating between nontransgenic and transgenic animals

when using pPD118.33 as a transformation marker, which we therefore recommend.
5. IsMosTIC More Efficient in Genetic Backgrounds in the Absence of Germ Line Transgene
Silencing?
No. In theC. elegans germ line, extrachromosomal arrays are submitted to silencing

(see ‘‘Introduction’’). It might result in decreased transposase expression and Mos1

excision frequency. To test this hypothesis, we performedMosTIC experiments in the

mut-7(pk204) background where germ line transgene silencing is released (Ketting

et al., 1999; Robert and Bessereau, 2007). In this mutant background,MosTIC events

were recovered at the same frequencies as in thewild-type background suggesting that

in spite of transgene silencing, the amount of Mos transposase present in the germ line

was not a restrictive factor for MosTIC efficiency.
6. Is MosTIC More Efficient in the Absence of End-Joining DSB Repair?
Several DSB repair mechanisms, including end-joining, are at work in the

C. elegans germ line, raising the possibility that they might compete with trans-

gene-instructed gene conversion and decrease its efficiency. To test this hypothesis,
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we performedMosTIC experiments in mutant backgrounds for lig-4 and cku-80, two

genes that are highly conserved and encode factors that are required for nonhomol-

ogous end-joining (Robert and Bessereau, 2007). We demonstrated that in the soma

of the tested mutants, nonhomologous end-joining was defective to repair a Mos1-

excision induced DSB. However, in the germ line, we were not able to detect any

quantitative or qualitative differences between the repair events generated in wild-

type or lig-4 and cku-80 mutant backgrounds.
7. Does Spontaneous Excision of Mos1 Occur?
Yes, rarely. We indeed had noticed that someMos1 insertions are not stable in the

germ line and can be lost. For this reason, we recommend to check by PCR that the

Mos1 insertion of interest is still present before starting the injection procedure.

Similarly, this can also be done when thawing a Mos1 insertion containing strain,

when aMos1 insertion containing strain has beenmaintained for a long time or when

it is difficult to identify a MosTIC-engineered allele.
IV. Materials

A. Equipment
Standard C. elegans culture facility
Standard germ line microinjection setup (Evans, 2006; Mello and Fire, 1995)
Dissecting scope equipped for fluorescence detection
Gradient thermal Cycler
Standard setup for agarose gel electrophoresis
Multichannel pipettes
Repeating dispenser
B. Solutions and Reagents
M9 buffer: 22 mM KH2PO4, 22 mM Na2HPO4, 85 mM NaCl, 1 mM MgSO4
Worm lysis buffer: 50 mMKCl, 10 mMTris pH 8.2, 25 mMMgCl2, 0.45%NP-40,

0.45% Tween-20, 0.01% Gelatin complemented with Proteinase K (final concen-

tration: 1 mg/mL; Eurobio GEXPRK00-6R) before performing lysis.
Phusion high-fidelity DNA Polymerase (Finnzymes, Cat#F-530)
Taq DNA Polymerase (New England Biolabs, Cat#M0273)
Qiaquick gel extraction kit (Qiagen, Cat#28704)
Zero Blunt PCR Cloning Kit (Invitrogen, Cat#K2700)
QuickChange II Site-directed Mutagenesis kit (Stratagene, Cat#200523)
C. Plasmids
The plasmids pJL44 and pJL43 that contain theMos transposase (Bessereau et al.,

2001) and pPD118.33 (Pmyo-2::GFP) are available at addgene (http://www.

addgene.org).

http://www.addgene.org/
http://www.addgene.org/
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V. Discussion: MosTIC Applications and Derivatives

A. Gene Function Analysis Using MosTIC-Engineered Alleles
[(Fig._6)TD$FIG]
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In our laboratory, we routinely use MosTIC to tag genes of interest and our first

study using MosTIC-engineered alleles was published recently (Gendrel et al.,

2009). We characterized a protein complex involved in the clustering of acetylcho-

line receptors at theC. elegans neuromuscular junction. In this study, KI alleles were

used for genetic, cell biology, and biochemistry experiments. It bypassed the expen-

sive and time-consuming need of developing and testing antibodies specifically

recognizing each protein of interest.

In the course of our experiments, we often observe that the use of MosTIC-

engineered alleles significantly minimizes experimental artifacts due to overexpres-

sion of engineered proteins expressed from repetitive transgenes. For instance, we

expressed a functional YFP-tagged version of UNC-63, one of the subunits of an

acetylcholine receptor present at the neuromuscular junction, from repetitive tran-

genes and by MosTIC (Gendrel et al., 2009). As illustrated In Fig. 6, endogenous
of tagged proteins in C. elegans: repetitive transgenes versus engineered endogenous loci. (A) The

cetylcholine receptor is detected by immunostaining of its subunit UNC-29. It is localized in the muscle

e ring (nr), the dorsal nerve cord (dc) and the ventral nerve cord (vc). (B-E) Localization of an YFP-tagged

another subunit of the levamisole-sensitive acetylcholine receptor. (B) The tagged UNC-63 subunit is

titive transgene. In the presence of this transgene, a loss-of-function allele of unc-63 is rescued indicating

ors are made and that at least some of them are located at the muscle membrane. However, most of the

sely localized in body wall muscles (bwm) (af: gut autofluorescence). (C) Confocal imaging of a strain

sTIC-engineered allele expressing the same UNC-63-tagged version as in (B). Fluorescence is mostly

ing and ventral and dorsal nerve cords. (D) Immunostaining characterization of the strain observed in (C).

he YFP detects puncta in the ventral nerve cord that co-localize with the other subunits of the levamisole-

e receptor. (Images are courtesy of C. Gally and G. Rapti). (See color plate.)
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UNC-63 is detected by immunostaining at synapses in the nerve ring, dorsal nerve

cord, and ventral nerve cord. When expressed from an extrachromosomal array

under the control of its endogenous promoter, UNC-63-YFP rescues the mutan

phenotypes of an unc-63 null but the fusion protein is diffusely distributed in

intracellular muscle compartments and in the plasma membrane. On the contrary

when the unc-63 locus is engineered by MosTIC, UNC–63–YFP is only present a

synapses and colocalizes with the other subunits of the acetylcholine receptor.

For germ line-expressed genes, experimental evidence are still required bu

MosTIC-engineered alleles should be extremely valuable tools since it has been

so far extremely difficult to construct healthy strains expressing tagged versions o

genes expressed in the germ line.
B. Single-Copy Transgene Genomic Integration by MosSCI
Quickly after its establishment, MosTIC protocol was adapted to derive an

efficient technique of single-copy transgene insertion known as MosSCI (for

Mos1-mediated single-copy insertion) ((Frokjaer-Jensen et al., 2008) and http:/

sites.google.com/site/jorgensenmossci/Home). Using MosSCI, a transgene can be

inserted as a single-copy at an intergenic position defined by a pre-existing Mos1

insertion. In this case, the repair template is made of the sequence of interest flanked

by two DNA arms, which are homologous to the genomic regions flanking theMos1

insertion point. After induction of Mos1 excision in the presence of the Mos trans-

posase, positive and negative-counter selections are used to select DSB repair events

resulting in the single-copy integration of the extrachromosomal repair template

Using MosSCI, single-copy transgene integrations could be recovered at least at two

‘‘neutral’’ intergenic positions defined byMos1 insertions that were chosen because

they apparently do not induce phenotypic changes. MosSCI alleles exhibit a stable

and robust expression both in the germ line and the soma (Frokjaer-Jensen et al.

2008) and first examples of studies based on the analysis of MosSCI alleles have

been recently published (Lehrbach et al., 2009; Pagano et al., 2009).
VI. Summary
The MosTIC technique described in this chapter provides a way to engineer

customized alleles in C. elegans. It requires an insertion of the Mos1 transposon

in the target locus. Excision of the transposon triggered by germ line expression o

the Mos transposase creates a DNADSB that locally stimulates homologous recom-

bination. Sequence variations contained in a repair template provided in a transgene

can be copied into the broken locus by gene conversion. In the standard MosTIC

protocol,Mos1 transposition is induced by heat-shocking transgenic lines carrying a

Mos transposase expression vector under the control of a heat-shock inducible

promoter and an engineered repair template. MosTIC alleles can be identified in

the progeny of the heat-shocked animals by PCR or based on the appearance of a new

http://sites.google.com/site/jorgensenmossci/Home
http://sites.google.com/site/jorgensenmossci/Home
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phenotype caused by the MosTIC allele. This protocol was successfully used to

engineer point mutations, KO/del and KI alleles.

The use ofMosTIC-engineered alleles is increasing and it has been demonstrated

that (i) they are compatiblewith genetics, cell biology, and biochemistry approaches,

(ii) their use minimizes experimental artifacts due to misexpression of transgenic

sequences in C. elegans, and (iii) gene tagging by homologous recombination can

bypass the time consuming and expensive task of developing specific antibodies

against each protein of interest.
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Abstract
Expanding on decades of mutational analyses, numerous genome-scale RNAi

screens have now been performed in C. elegans, leading to estimates that the

majority of genes with essential functions that can be revealed by single-gene

perturbations have already been identified in this organism. To build on this basic

foundation and uncover condition-dependent or combinatorial effects of non-essen-

tial genes will require even higher-scale screening. Here we describe a method for

performing high-throughput RNAi-based screens in C. elegans in liquid in 96-well

plates, and we explain how to systematically test for enhancement and
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suppression of temperature-sensitive mutations. This chapter covers our entire set

of protocols, from setting up the experiment and screening schedule, to scoring

the results. The rapid acquisition of high-quality images of each experiment

allows the management of a large number of samples per screening cycle and

opens up new possibilities for quantitative scoring, computerized image analysis,

and the ability to review results independent of the time constraints that are

associated with large-scale screening.
I. Introduction: Large-Scale RNAi Screening in C. elegans
A powerful way to help decipher a gene’s function is to disturb it and analyze the

effect that is produced. The result provides a clue about the processes in which

the gene product is required, or more generally, the response of the system to the

perturbation. Extending this idea to genome-wide analyses has given new insights

into the molecular mechanisms underlying basic cell biological processes (Mohr

et al., 2010; Perrimon and Mathey-Prevot, 2007). C. elegans in particular has been

used successfully as amodel animal for large-scale genetic, RNAi, and other types of

screening – including chemical genetic screens to link genes, proteins, or small

molecules with biological roles (e.g., Burns et al., 2006; Kwok et al., 2006; Min

et al., 2007).The reasons thatC. elegans is such a good in vivomodel system both are

biological and technical. C. elegans displays many developmental programs and

behaviors that are conserved across metazoans, yet is unique in that its development

is completely mapped out to single-cell resolution, so that its entire lineage of cell

fates is defined (Sulston and Horvitz, 1977). On a practical, experimental level, a

number of functional genomic tools are available (i.e., described in Wormbook:

http://www.Wormbook.org).C. elegans can growwellwithin wells of a 96-well plate

(van Haaften et al., 2004), and it is small enough to be handled through microfluidic

devices like liquid-handling robots or Fluorescence Activated Cell Sortingmachines

without damage (e.g., Ben-Yakar and Bourgeois, 2009; Ben-Yakar et al., 2009;

Doitsidou et al., 2008; Fernandez et al., 2010; Stoeckius et al., 2009). Combining

these features makesC. elegans a premiere animal model for high-throughput in vivo

biology.

In large-scale screening, we are now moving toward ever higher throughput. A

systematic approach that explores condition-specific genetic analysis is potentially

infinite. The simple case of reducing the function of two genes simultaneously under

laboratory conditions explores an experimental space of over 200,000,000 possible

interactions among the�20,000 genes in theC. elegans genome. Adding complexities

derived from specific alleles, from diverse genetic background, and from the possi-

bility of cell-specific interactions can expand the systematic search space dramatically.

A solution to this problem is to perform even-more complex screens that take advan-

tage of strategies that look for multiple genetic effects on phenotypes (Rockman and

Kruglyak, 2009). Other approaches include exploring systematically genetic interac-

tions, as has been successfully done in yeast (Boone et al., 2007; Costanzo et al., 2010;

http://www.wormbook.org/
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Davierwala et al., 2005; Tong et al., 2004) and has begun in C. elegans (Byrne et al.,

2007; Holway et al., 2005; Lehner et al., 2006; Tischler et al., 2006).

Multiple approaches will be needed to map all genetic interactions in a complex

multi-cellular organism, including ways that rely on dramatically expanded abilities

to perform, archive, and analyze ultra-large systematic screens. Here we explore

double genetic combinations using a method to test RNAi effects of single genes in

different genetic backgrounds.

In C. elegans, mutants affecting most cellular processes are available from a

public repository, the Caenorhabditis Genetics Center (CGC). In addition, there

are several ongoing projects to produce mutants targeting almost every gene in

the genome, including the C. elegans Knockout Consortium (http://celeganskocon-

sortium.omrf.org/), the C. elegans National Bioresource Project of Japan (http://

shigen.lab.nig.ac.jp/c.elegans/index.jsp), and the NemaGENETAG project (http://

elegans.imbb.forth.gr/nemagenetag/).

Early large-scale RNAi studies concentrated on individual gene analyses

(Fernandez et al., 2005; Fraser et al., 2000; Gonczy et al., 2000; Gunsalus

and Piano, 2005; Kamath et al., 2003; Maeda and Sugimoto, 2001; Piano

et al., 2000; Rual et al., 2004; Sonnichsen et al., 2005). A result from these

studies was that less than 20% of genes produced a clear phenotype under

laboratory conditions. Although this observation could be due to a number of

reasons, including incomplete functional depletion using RNAi or not scoring

for all phenotypes, the effect of losing one gene can be masked by genetic

redundancy or other compensatory mechanisms. Since genes interact with one

another to modulate cellular systems and generate specific phenotypes, it is

useful to develop methods that reveal genetic interaction networks in a multi-

cellular organism in large scale.

Amajor technical bottleneck of increasing the throughput of large-scale screening

has been the limited window of time in which the results need to be scored. In the

following, we describe the pipeline that we have implemented in our lab to overcome

this issue. We modified a liquid RNAi protocol in 96-well plates (Ahringer, 2006) to

use with temperature-sensitive (ts) mutants, and we use it to perform�40,000 RNAi

experiments per 9-day cycle. In addition, we developed an image-capturing platform

that quickly records and archives high-quality images of all the experiments. This

has given us the ability to separate the experimental testing from the analysis of the

data. We can score data long after it is collected and review it multiple times.

Moreover, this approach has opened the door to using computer vision to help

develop automation and quantitative data analysis for the phenotypic scoring

(White et al., 2010).

We implemented these methods in screens using conditional mutations (e.g.,

temperature-sensitive), enabling us to control the timing of when we assay for

genetic interactions (our unpublished data). Since our studies focus on embryonic

development, we maintain the larvae at permissive temperature and do not perturb

the gene function until the last larval stage (L4) to bypass genetic interactions that

could lead to adult phenotypes before embryos are produced.

http://celeganskoconsortium.omrf.org/
http://celeganskoconsortium.omrf.org/
http://shigen.lab.nig.ac.jp/c.elegans/index.jsp
http://shigen.lab.nig.ac.jp/c.elegans/index.jsp
http://elegans.imbb.forth.gr/nemagenetag/
http://elegans.imbb.forth.gr/nemagenetag/


92 Patricia G. Cipriani and Fabio Piano
II. Methods

A. Large-Scale RNAi Screening

1. Selection of Worm Strains and Gene Targets
Depending on the focus of the research and the phenotype under scrutiny, the

screening can be done in the standard laboratory C. elegans strain N2, in RNAi

hypersensitive strains such as rrf-3(pk1426) or eri-1(mg369), lin-15(n744), or in

other mutant strains. The protocol that we present in this chapter is tailored for use

with ts strains, but could be adapted to usewith transgenic reporter strains to evaluate

the presence or absence of fluorescence, or to screen for genetic modifiers of the

effects of small molecules dissolved in the liquid media.

For the evaluation of genetic interactions that affect embryonic development, we

can easily differentiate wild-type (WT), embryonic lethality, and sterility in the

images that we produce. Many other phenotypes can be readily observed such as

ruptured vulva, protruding vulva, dumpy, patchy coloration, larva lethal, and larval

arrest (Fig. 1).
Mutants and Temperature-Sensitive Strains
Searching for modifiers of a gene of interest is possible by comparing the results

of an RNAi screen in a mutant strain with the results in the control strain N2. Using

hypomorphic or conditional alleles, it is possible to evaluate a gene’s effect on

lethality through the RNAi knock-down of a second gene. Our lab focuses on

screening modifiers of genes that play a role in early embryonic development. We

use ts strains that allow us to do two types of screens at the same time: one looking for

an increase in lethality (enhancement) when the screen is performed at a semi-

permissive temperature, and one looking for a reduction in lethality (suppression)

when the screen is performed at a semi-restrictive temperature.
Temperature Sensitivity Curves
Each ts mutant allele shows specific rates of lethality at varying temperatures. The

strain(s) of interest must be tested at a minimum of four different temperatures to

determine the best allele to use for the screen (if more than one is available) and to

calculate the semi-permissive (less than 20% lethality) and semi-restrictive (more

than 80% lethality) temperatures (Fig. 2A). In our lab we begin by testing 15, 20,

22.5, and 25 �C, because even different alleles of the same gene could demonstrate

different temperature sensitivities (Fig. 2B).

The procedure for determining temperature sensitivity is as follows:
1.
 Pick and plate L4s. For each mutant strain, collect at least 20 L4s on a medium

(60 mm � 15 mm) NGM plate seeded with OP50. From this plate, transfer five

worms, 1 worm per well (labeled A1–A5), to each of four 12-well NGM plates

seeded with 20 mL OP50 bacteria per well.
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Fig. 1 Phenotypes observed in 96-well liquid RNAi. (A)Wild type. (B) Sterile (C) Patchy coloration and

paralyzed. (D) 1. Larva lethal, 2. Larval arrest of P0 (original worms do not develop). (E) Embryonic lethal.

(F) 1. Ruptured 2. Protruding vulva. (G) Dumpy (shorter and thicker). (H) Larval arrest of F1 (hatched

progeny do not develop). Insets are enlarged sections of the pictures to show details. Scale bars 10 mm.
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Fig. 2 Strain-dependent changes in the percentage of lethality produced in response to incubation

temperature. (A) Ideal temperature curve depicting the concept of temperature selection for a mod-

ifier screen. (B) Examples of observed differences in the response to temperature of strains harboring

mutations in the same gene. (For color version of this figure, the reader is referred to the web version

of this book.)
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2.
 Incubate. Separate the four plates to the four different temperatures being tested.

Allow the worms to develop into adults and lay progeny over a 24-h period.
3.
 Transfer worms. Transfer each of the five worms to a new well in the same

12-well plate, 1 worm per well (labeled B1–B5). We leave the two center

wells empty to separate between A and B wells, and because these wells

tend to show different conditions from the outer wells.
4.
 Incubate. Place the 12-well plates at their respective temperatures for another

24-h period. Then, remove the worms from the B wells.
5.
 Score percent lethality. After well A or well B sits without adults for a 24-h

period, allowing time for any eggs to hatch, count the total brood as well as the

number of larvae and eggs for each well. Calculate percent lethality by dividing

the number of eggs by the total number of larvae and eggs andmultiplying by 100.
Gene Target Selection
Depending on the project resources and the scale of the screen, the investigator

must determine which and how many RNAi clones to use, defining a ‘‘target set.’’

This set could encompass a library of genes selected by different criteria (i.e., GO

term category), or could be as large as all clones available to target the genome.

The Ahringer’s RNAi library (Kamath et al., 2003) (http://www.geneservice.co

.uk/products/rnai/Celegans.jsp) is the largest source of bacterial-feeding clones. The

collection comprises 16,757 clones divided into 52 384-well bacterial clone plates.

The ORFeome-RNAi v1.1 library developed in the Vidal Lab (Rual et al., 2004)

(http://www.openbiosystems.com) contains 11,511 RNAi clones divided into 1308

96-well plates. The latter collection includes clones for �1700 genes not currently

targeted by the Ahringer’s library. Combining both libraries, the overall predicted

coverage of the C. elegans genome is �88% of the gene models in WormBase

release WS200. Specialized feeding RNAi libraries are also available from

Geneservice (http://www.geneservice.co.uk/), which collects clones representing

genes for specific ‘‘processes’’ such as chromatin (257 clones), phosphatases (166

clones), and transcription factors (387 clones).
2. Preparing the Bacterial Library
To assemble a library of the target set from the bacterial-feeding collection, the

selected clones must be cherry-picked from their original plates and frozen onto new

plates. The plate and position of the clones can be obtained from WormBase (http://

www.wormbase.org), or from Geneservice (http://www.geneservice.co.uk/products/

tools/Celegans_Finder.jsp) using the ‘‘C. elegans finder’’ tool for the Ahringer

library, or by searching a downloadable Excel file available from Thermo Fisher

Scientific Inc. for the ORFeome-RNAi v1.1 library (http://www.openbiosystems

.com/ProductDataFiles.aspx?AliasPath=/GeneExpression/Non-Mammalian/Worm/

CelegansORF-RNAi&CatalogNumber=RCE1181).

http://www.geneservice.co.uk/products/rnai/Celegans.jsp
http://www.geneservice.co.uk/products/rnai/Celegans.jsp
http://www.openbiosystems.com/
http://www.geneservice.co.uk/
http://www.wormbase.org/
http://www.wormbase.org/
http://www.geneservice.co.uk/products/tools/Celegans_Finder.jsp
http://www.geneservice.co.uk/products/tools/Celegans_Finder.jsp
http://www.openbiosystems.com/ProductDataFiles.aspx?AliasPath=/GeneExpression/Non-Mammalian/Worm/CelegansORF-RNAi&amp;CatalogNumber=RCE1181
http://www.openbiosystems.com/ProductDataFiles.aspx?AliasPath=/GeneExpression/Non-Mammalian/Worm/CelegansORF-RNAi&amp;CatalogNumber=RCE1181
http://www.openbiosystems.com/ProductDataFiles.aspx?AliasPath=/GeneExpression/Non-Mammalian/Worm/CelegansORF-RNAi&amp;CatalogNumber=RCE1181
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The bacterial clones can be re-arrayed manually into new plates by first identi-

fying the positions of the clones of interest, and then retrieving their source plates

from the �80 �C freezer (place them on a bucket with dry ice to prevent thawing).

Each clone is picked with a single-channel 200 mL pipette by poking the foil that

covers the plate and dabbing the frozen bacterial culture. This culture is streaked

onto a LB agar plate with ampicillin at a concentration of 100 mg/mL and tetracy-

cline at a concentration of 12.5 mg/mL for selection. After 24 h of incubation at

37 �C, an individual colony per clone is inoculated in onewell of a 96-well deep well
plate containing 800 mL per well of LB broth with ampicillin at a concentration of

50 mg/mL. After 24 h of shaking the culture at 37 �C and 250 rpm, 100 mL from

each well is transferred to a 96-well round bottom plate, mixed with 90% glycerol in

a 1:1 ratio, and frozen at �80 �C for future use.

When complete RNAi libraries are being used as the target set, the ORFeome-RNAi

v1.1 library is provided in 96-well microtiter plates and can be used directly for the

screening in this format. The Ahringer bacterial collection is provided in 384-well

plates and must be re-arrayed in 96-well format. Each 384-well plate will result in four

96-well plates by positioning the first pin of a short 96-pin replicator tool in the wells

A1, A2, B1, and B2 of the 384-well plate, and successively ‘‘spotting’’ (not poking)

four different LB agar plates with ampicillin at a concentration of 100 mg/mL and

tetracycline at a concentration of 12.5 mg/mL (Note 1). After incubating these plates at

37 �C for 24 h, the cultures can be inoculated in liquid using a long 96-pin replicator

tool, and the procedure to freeze the new plates is the same as described above (Note 2).
3. Large-Scale Worm Amplification
One way to produce a large quantity of worms from a strain maintained on

medium (60 mm � 15 mm) plates is to let the worms grow until they are freshly

starved, when there are mostly L1 larvae on the plate. Then, cut out a piece of agar

(‘‘chunk’’) containing about 500 L1 larvae, and place it on a large plate. Prepare at

least 10 plates this way.

When the L1 larvae become gravid adults (about three to four days after seeding,

depending on the incubation temperature), follow the pseudo-synchronization pro-

tocol (subheading II.A.4), and dispense the resulting L1 larvae on seeded large

(100 mm � 15 mm) or extra-large (150 mm � 15 mm) NGM plates. In our experi-

ence, one extra-large plate corresponds to approximately 10 large plates. One extra-

large plate can be seeded with 10,000 L1 worms (Note 3).
4. Larvae Pseudo-Synchronization
We use a ‘‘bleaching’’ protocol to obtain thousands of freshly hatched and pseudo-

synchronized first-instar larvae (L1 larvae). The procedure is as follows:
1.
 Wash adult worms from an extra-large plate into a 50 mL conical tube, using

about 20 mL of M9 buffer (Note 4).
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2.
 Let the tubes with the worms settle for 10 min at the appropriate temperature (in

the 15 �C incubator for most ts strains), and then aspirate the supernatant, being

careful not to aspirate the adult worms.
3.
 AddM9 to 10 mL, and then divide the liquid into two 15 mL conical tubes (Note 5).

Centrifuge for 2 mins at 2000 rpm and then aspirate the supernatant. The pellet in

each tube must be of similar size.
4.
 Add 10 mL of bleaching solution. Periodically shake the tubes and observe under

the dissecting microscope. After approximately 4 min, the adult worms start to

break apart (Note 6).
5.
 As soon as adult breakage begins, centrifuge for 2 min at 2000 rpm. Aspirate the

supernatant as completely and quickly as possible without disturbing the pellet.

Total contact with the bleaching solution should not exceed 10 min.
6.
 Add 10 mL of M9 to each tube. Invert or shake the tube to break up the pellet.

Centrifuge for 2 min at 2000 rpm, and then aspirate. Repeat this washing proce-

dure four times.
7.
 Resuspend in 10 mLM9 and incubate with rocking movement for 24 h (Note 7).

One extra-large plate with 10,000 gravid adults produces about 10 mL of a sus-

pension with 20–60 worms/mL. When this suspension is diluted to 10 worms/

20 mL, it is enough to dispense L1 larvae in more than 200 96-well screening

plates.
5. Screening Protocol
Briefly, we first prepare the RNAi bacterial plates, as well as theC. elegans strains

pseudo-synchronized to the L1 stage. Using a liquid-handling robot (we use a Tecan

AquariusTM, equipped with a carousel), the bacteria are dispensed onto plates with

flat-bottom wells. Worms are dispensed into these wells using an automated liquid

dispenser (we use a Matrix WellMate1). Plates are incubated at permissive tem-

perature for three days, allowing the worms to reach the L3–L4 stage. They are then

transferred to the appropriate temperature for enhancement or suppression screen-

ing. Incubate for 3–5 days, after which thewormswill have developed into adults and

produced progeny.When theworms clear thewells of bacteria, an image of each well

is captured and stored in a database for future analysis. Our protocol is shown

schematically in Fig. 3.
Defrost Bacteria
Bacteria from source plates at –80 �C are replicated to LB agar with ampicillin at a

concentration of 100 mg/mL and tetracycline at a concentration of 12.5 mg/mL on

one-well rectangular plates. Replicate the bacteria with a 96-pin tool with short pins,

using a bucket with dry ice to hold the frozen stocks. Be careful not to puncture the

agar. Incubate the plates at 37 �C for 24 h, and then store at 4 �C until inoculation. Do

not store plates at 4 �C for more than 1 week.
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Fig. 3 Procedure for high-throughput genetic interaction screening by RNAi in liquid. (For color

version of this figure, the reader is referred to the web version of this book.)
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Amplify Worms
D

D

�
 See subheading II. A. 3

The screening pipeline follows a 7–9 days cycle. Days 8 and 9 are image acqui-

sition days and overlap with days 2 and 3 of the following cycle (Fig. 4).
a
y 1

Worm pseudo-synchronization

1. Bleach adult worms (subheading II.A.4).

2. Leave washed eggs to hatch in M9 buffer, rocking overnight at permissive

temperature.
Bacteria inoculation

1. Prepare inoculation plates by using the liquid dispensing machine

(Wellmate1) to dispense 800 mL per well of LB broth with 100 mg/mL ampi-

cillin on 96-well deep well plates (Note 8). This medium is previously filtered

using with 0.22 mmmembranes to maintain sterility and to avoid any potential

debris that can affect image analysis.

2. Use a sterile ‘‘long’’ 96-pin replicator tool to inoculate bacteria from the LB

agar plates into the deep wells. Cover plates with AirPore tape sheets. Shake

plates overnight at 37 �C.
a
y 2

Bacteria induction and re-suspension

1. Using the Wellmate1, add 80 mL of a 10 mM IPTG solution to each well of

bacteria culture. Re-seal the plates with AirPore tape sheets. Continue shak-

ing at 37 �C for 4 h to induce the bacteria to produce double-stranded RNA.

(Note 9).

2. Centrifuge deep well plates at 3500 rpm for 5 min, and discard supernatant

(Note 10). Using the Wellmate1, add 300 mL of sterilized and filtrated ‘‘com-

plete’’ S-Basal medium supplemented with 100 mg/mL ampicillin, 0.1 mg/mL

Fungizone, 0.01% Tween, and 1 mM IPTG to the bacterial pellets.

3. Securely cover deep well plates with transparent plastic adhesive plate seals to

avoid cross-contamination of bacterial cultures from adjacent wells, and then

carefully vortex to re-suspend the bacteria in the S-Basal complete medium.

Continue re-suspension with multichannel pipette if necessary.

4. Using the liquid-handling robot AquariusTM from Tecan, dispense 30 mL per

well of bacteria from the 96-well deep well plates to 96-well flat-bottom plates

(Note 11).
Worm re-suspension and seeding

5. Filter L1 worms from the bleached worm suspension with 40 mm cell strai-

ners to remove any debris, recovering the filtrate in 50 mL conical tubes

(Note 12).
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6. Wash L1 larvae twice with 10 mL of complete S-Basal. After each wash,

centrifuge for 2 min at 2000 rpm and remove the supernatant using a vacuum

aspirator. Leave about 0.5 mL of liquid, because thewormswill not form a solid

pellet.

7. Dilute the suspension of L1 larvae in complete S-Basal to 10 worms/20 mL. To
determine the dilution factor, check several samples in a stereo-microscope,

counting the number of L1 larvae in a 10 mL drop (Note 13).

8. Using theWellmate1, add 20 mL of diluted worm suspension (�10 worms) to

each well of the 96-well flat-bottom plates (Note 14).

9. Incubate plates in humid chambers at permissive temperature (Note 15).
a
y 5

Temperature shift

When the worms are at the L3–L4 stage, transfer the plates from permissive

temperature to either semi-permissive temperature for enhancement or to semi-

restrictive temperature for suppression. Continue incubation until the worms reach

adulthood and produce progeny, and the bacteria clear from thewells. The amount of

time is variable depending on the particular incubation temperature (see following

image acquisition times).
a
y 7

Image acquisition

Photograph N2 worms that were shifted to 22.5 �C or higher temperature.
a
y 8

Image acquisition

Photograph N2 or mutant worms that were shifted to the semi-permissive temper-

ature of 20 �C or higher, and mutants shifted to restrictive temperature.
a
y 9

Image acquisition

Photograph control or mutant worms shifted to the semi-permissive temperature of

17.5 �C or lower.
6. Image Acquisition
To acquire an image of each well of the experiment, we built a system around a

Z16 dissecting scope with a DFC340 FX camera (both from Leica Microsystems

Inc.), a Bio-precision motorized stage from Ludl, Inc. (with adaptors for the 96-well

plates and stage fittings), and the Surveyor software fromMedia Cybernetics, Inc. to

control the camera and the stage.

After testing different exposure times, we found that 1.2 ms was ideal to avoid

shading from the rapid movement of the worms in the pictures. With this exposure

time, we acquire 96 high-quality individual images from a 96-well plate in less than

1 min. We use a magnification of 17.3�, which not only provides sufficient detail

for image analysis (>30 pixels/embryo), but also permits most of the well to fit

within the image frame.
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7. Notes
1.
 Pay close attention not to thaw the original plate. Always keep it over dry ice.

Before grabbing the bacterial culture with the short 96-pin tool, remove the foil

cover, and cover with a new one when finished.
2.
 The 96-pin tool must be sterilized after each inoculation. We use three empty tip

boxes: the first filled with commercial bleach, the second with water (to rinse

the bleach), and the third with ethanol. We dip the tool successively in these

liquids and then quick-flame it. Special caution must be taken when flaming the

tool. Never leave the 96-pin tool soaking in any liquid as it will damage the pins.

The deep wells can also be inoculated using a multichannel pipette and a box

of tips for each plate. This method increases the time and cost necessary for the

process.
3.
 Using extra-large plates reduces the space needed for the plates in the incubator,

and reduces the time needed to wash the adult worms from the plates during the

pseudo-synchronization protocol.
4.
 Washed worms from two plates can be collected in a 50 mL conical tube. If

using large plates, about 5 mL ofM9 buffer is enough towash one plate. Letting

the adult worms settle by gravity, and then removing the supernatant by aspi-

ration will eliminate most of the smaller larvae.
5.
 During centrifugation, worms pellet more quickly and compactly in 15 mL

conical tubes than in 50 mL conical tubes.
6.
 The time in contact with the bleaching solution varies based on worm age and

strain, as well as the brand or batch of bleach being used. If eggs are observed

popping from the worms before 4 min, proceed to centrifuge the samples

immediately.
7.
 To maximize larval hatching after the bleaching, remove as much of the

supernatant as possible after each wash to remove any trace of bleaching

solution.
8.
 The liquid dispensing can be done manually using a multichannel pipette. The

liquid dispensing machine helps to reduce the dispensing time when preparing

many 96-well deep well plates.
9.
 IPTG can be stored frozen in 0.5 M or 1 M aliquots and diluted with sterile

water.
10.
 Remove the supernatant by turning the deep well plates upside down over a

container. Then tap the plate upside down on paper towels to remove as much

LB as possible. This will help prevent further growth of the bacterial culture.
11.
 A small number of plates can be dispensed with manual multichannel pip-

ettes; the number can be increased with electronic repetitive multichannel

pipettes (i.e., Matrix 12-channel electronic multichannel 15–850 mL). For
large number of plates, this step is very labor intensive. We have achieved

a maximum throughput of dispensing about 500 96-well flat-bottom plates in

3 h using the AquariousTM from Tecan, Inc., a liquid-handling robot with a

96-well head.
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12.
 Extra L1 larvae from day 3 can be used to seed extra-large plates for the

following week’s experiment. In our lab, we plate 10,000 L1 larvae on each

extra-large plate, and we prepare four plates for each strain. This produces

enough L1 larvae to dispense more than 200 flat-bottom plates and to seed

NGM plates for the following week’s experiment.
13.
 To count the number of hatched L1 larvae in the suspension, dilute 100 mL
of larvae suspension with 900 mL of M9, and mix well. From this dilution,

place three drops of 10 mL on the lid of a medium petri plate. Count the

number of larvae in each drop, and calculate the dilutions necessary to

achieve a final concentration of 10 larvae/20 mL. Dilute with complete

S-Basal. One flat-bottom plate requires about 2 mL of larvae suspension

to fill all wells.

When calculating the volume of larvae suspension to dilute, consider that the

Wellmate1 has a 10 mL dead volume in the cartridge, and depending on the

diameter of the container used to dispense the worms, extra volume is needed to

avoid aspirating air into the tubing.
14.
 To dispense the larvae suspension, we use a small sterile beaker or a disposable

sterile plastic container with a stirring bar to continuously mix the suspension.

This keeps the suspension homogeneous throughout the process. We have found

that with the dilution we use, 92% of our assay wells show a range of 6–16

worms, and all look healthy.
15.
 Assemble the humid chambers using plastic Tupperware containers lined with

wet paper towels. It is important to make sure that the containers are hermet-

ically sealed with Parafilm, especially if incubating at higher temperatures, to

avoid any potential dehydration of the samples.
B. Scoring of Interactions/Phenotypes

1. Visual
Before scoring the images, define the variables to be evaluated and the method of

evaluation. As a general guide, we describe below the criteria we have developed in

our laboratory to score genetic enhancers and suppressors, though each laboratory

will most likely want to develop customized assay protocols for their own purposes.

For each experiment, we analyze two technical replicates (test plates A and B)

with the ts mutant fed on RNAi bacteria targeting a gene of interest (‘‘double-knock-

downs’’). These are compared to three controls: N2 strain fed on the empty vector

bacteria L4440 (WTworms), N2 fed on the same RNAi bacteria as the test plates

(effect of the RNAi alone), and the mutant strain fed on L4440 (effect of the

mutation). To facilitate scoring, we usually open a set of images from the same

experiment together (this can be done using a variety of common image visualization

programs), which allows us to scroll quickly through the results of all 96 wells from

the same plate. We record all phenotype scores in an Excel worksheet designed to

mimic the layout of a 96-well plate.
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Scoring Enhancement by Visual Inspection
We first examine the images of the ts mutant fed on the L4440 empty vector

control. We typically inspect at least 48 images to gain a sense of the variation in

number of adults and progeny (larvae/eggs) per well in the absence of any RNAi

effect. Usually, a ts mutant strain fed on the L4440 control at semi-permissive

temperature will produce numerous larvae and few eggs.

Next, we score the 96 images of the first double-knock-down plate (plate A),

comparing always with what is expected from the L4440 control. Any wells that

resemble the ts mutant fed on the L4440 control are labeled ‘‘not enhanced’’ (NE).

We note any differences in viability of the progeny and brood size, recording

Embryonic lethality (Emb), Sterility (Ste), and deviations in the number of larvae

and eggs.We also score any detectable post-embryonic phenotypes (including larval

arrest (Lva), larval lethality (Lvl), Growth arrest (Gro), ruptured worms (Rup),

protruding vulva in adults (Pvl), and egg laying defective (Egl). We then score the

96 images of the second test plate for the same double-knock-downs (plate B) in the

same way.

From the scores of plates A and B, any image with a phenotype deviating

from the L4440 control is compared to the corresponding image of N2, which

was fed on the same RNAi bacteria. If the N2 RNAi looks WT, then we score

the target gene in the double-knock-down as a putative enhancer, which we

place into one of the four categories: we score a result as ‘‘strong’’ if it shows

Emb, Ste, or a highly reduced number of larvae (VLL); as ‘‘medium’’ if it shows

a higher proportion of unhatched embryos (>E, typically signifying incomplete

penetrance lethality) or a smaller brood size (identified as fewer larvae (LL) or

less embryos (<E) depending on the screening temperature, signifying either

incomplete sterility or reduced fertilization); as ‘‘weak’’ if the N2 control shows

some RNAi effect or if no conclusive score can be assigned (?); or as ‘‘post-

embryonic enhancement’’ (PEE) if we detect any post-embryonic phenotypes

not present in the N2 RNAi. Fig. 5 shows an example of an enhancement

interaction.

Oncewe obtain a score for both replicates from each experiment (copies A and B),

we perform secondary screening of all putative strong, medium, and post-embryonic

enhancers identified in at least one replicate and of putative weak enhancers iden-

tified in both replicates.
Scoring Suppression by Visual Inspection
As for scoring enhancement, we first examine�48 images of the ts mutant fed on

control vector L4440 to gain a sense of the variation among the wells. Usually, a ts

mutant strain fed on the L4440 control at semi-restrictive temperature will produce

numerous eggs and few larvae, if any.

Next, we score the images from both experimental replicates in comparison with

the expected phenotype from the control L4440 RNAi plate. We record results with
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Fig. 5 Example of a positive enhancement interaction. (A) Control for the mutation: zyg-8(b235)

L4440 (RNAi) at 22.5 �C is not lethal. (B) Control for RNAi of egl-27: egl-27 (RNAi) on N2 at 22.5 �C is

not lethal. (C–D) Lethality observed for the interaction zyg-8(b235) egl-27 (RNAi) at 22.5 �C repeats A

and B, respectively. Insets are enlarged sections of the pictures to show details.
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no detectable increase in survival as ‘‘not suppressed’’ (NS) and place putative

suppressors into one of the four categories based on the number of larvae produced:

‘‘strong’’ (SUP, numerous larvae), ‘‘medium’’ (sup, more larvae than the control),

‘‘weak’’ (sup?, few larvae but more than the control), or ‘‘post-embryonic’’ (PE). As

for scoring enhancers, we perform secondary screening of all putative strong,

medium, and post-embryonic suppressors identified in at least one replicate and

of putative weak suppressors identified in both replicates. Fig. 6 shows an example

of a suppression interaction.
2. Automated Computerized Image Analysis
Visual inspection can be very laborious when the scale is too large. Some algo-

rithms are being developed for similar but not identical images (Fontaine et al.,

2006; Geng et al., 2004; Huang et al., 2006; O’Rourke et al., 2009). An algorithm for

the automated analysis of images is being developed in our lab to streamline this

process and provide quantitative results (White et al., 2010).



[(Fig._6)TD$FIG]

Fig. 6 Example of a positive suppression interaction. (A–B) Repeats of the control for the mutation:

emb-30(g53) at 25 �C is lethal. (C–D) Suppression of lethality of emb-30(g53) at 25 �C by the RNAi of

the gene smg-1, repeats A and B, respectively. Insets are enlarged sections of the pictures to show

details.
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C. Quantification of Embryonic Lethality or Survival on Agar Plates
The positive results in the large-scale screen in liquid for enhancement or sup-

pression can be repeated on agar plates to confirm and quantify the results.
Da
y 1

Replicate bacteria from �80�C stock to LB agar with 50 mg/L ampicillin and

10 mg/L tetracycline rectangular plates and place overnight at 37 �C in a dry

incubator.
Da
y 2

Grow bacteria in liquid LBwith 50 mg/L ampicillin shaking at 250 rpm for 12–16

h, but no more than 18 h.
Da
y 3

1. For each worm strain-RNAi clone pair to be tested (including the empty vector,

L4440), seed three RNAi plates with 30 mL of bacteria and one RNAi plate

with 300 mL of bacteria, and let dry for 24 h.
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2. Wash adult worms from agar plates with M9 buffer solution and bleach them

(see larvae pseudo-synchronization protocol, subheading II.A.4). Let eggs

hatch overnight at 15 �C.
a
y 4

1. Count the number of L1 worms hatched per 10 mL of solution and dispense

about 50worms into the RNAi plate previously seeded with 300 mL of bacteria.

2. Incubate the L1 larvae at 15 �C until they reach the L4 stage (about 3 days).
a
y 7

Move 10 L4 larvae to each of the three RNAi plates previously seeded with 30 mL
of each bacterial clone. Incubate plates at the appropriate temperature, until the L4

larvae become adults and lay eggs.
a
y 9 or after

After this incubation period, remove the adult worms, and replace plates at the

appropriate temperature. After 24 h, count the number of larvae and eggs to

calculate the percentage of hatched larvae.
III. Materials

A. Reagents
1.
 Ahringer RNAi feeding library – Geneservice Ltd, UK (http://www.geneservice

.co.uk/products/rnai/Celegans.jsp)
2.
 Orfeome V1.1 RNAi feeding library – Thermo Fisher, USA (http://www

.openbiosystems.com)
3.
 C. elegans strains and OP50 bacteria – the C. elegans Genetics Center (http://

www.cbs.umn.edu/CGC/)
B. Buffers and Media
1.
 NGM agar: 3 g NaCl, 2.5 g peptone, 17 g agar, to 973 mL with water. Sterilize

by autoclaving. Let it cool down.While it is still warm, add the following sterile

solutions: 1 mL of 1 M CaCl2, 1 mL of 1 M Mg SO4, and 25 mL of 1 M buffer

phosphate, pH 6.0. Dispense 28 mL for large plates (100 mm � 15 mm) and

55 mL for extra-large plates (150 mm � 15 mm).
2.
 Seeded extra-large NGMplates: inoculate LB broth with freshly streaked OP50.

Incubate overnight at 37 �C, 250 rpm. Pellet bacteria (3500 rpm for 20 min) and

concentrate it about 25 times. Under the laminar flow chamber and using a glass

bacterial spreader, distribute 2 mL of bacterial suspension over the surface of

the NGM plate. Let dry overnight at room temperature and store at 4 �C until

use.
3.
 M9 buffer: 5 g NaCl, 3 g KH2PO4, 6 g Na2 HPO4, water to 999 mL. Sterilize by

autoclaving. Add 1 mL of sterile 1 M MgSO4.

http://www.geneservice.co.uk/products/rnai/Celegans.jsp
http://www.geneservice.co.uk/products/rnai/Celegans.jsp
http://www.openbiosystems.com/
http://www.openbiosystems.com/
http://www.cbs.umn.edu/CGC/
http://www.cbs.umn.edu/CGC/
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4.
 S-Basal buffer: 5.85 g NaCl, 50 mL 1 M buffer phosphate pH 6.0, water to 1 L.

Sterilize by autoclaving.
5.
 1 M buffer phosphate pH 6.0: For 1 L, mix 868 mL 1 M KH2PO4 with 132 mL

1 M K2HPO4.
6.
 1 M KH2PO4:136.09 g KH2PO4, water to 1 L. Sterilize by autoclaving.
7.
 1 M K2HPO4:125.4 g K2HPO4, water to 1 L. Sterilize by autoclaving.
8.
 S-Basal complete: To 970 mL of S-Basal buffer add: 10 mL 1 M potassium

citrate, 3 mL 1 M MgSO4, 3 mL 1 M CaCl2, and 10 mL Trace metals solution.

Sterilize by filtration. Add 1 mL of 5 mg/mL cholesterol dissolved in ethanol,

0.5 mL 100 mg/ mL ampicillin, 0.4 mL 250 mg/mL Fungizone, 1 mL 1 M IPTG,

and 1 mL10%Tween-20. This can be prepared the day before and stored at 15 �C.

9.
 Trace metals solution: Disodium EDTA 1.86 g, FeSO4.7H2O 0.69 g, MnCl2

4H2O 0.20 g, ZnSO4 7H2O 0.29 g, CuSO4 5H2O 0.025 g. Dissolve in 1 L

water; aliquot into 50 mL tubes and store in dark.
10.
 LB broth: 5 g yeast extract, 10 g tryptone, 10 g NaCl, water to 1 L. Sterilize by

autoclaving. To grow the bacteria for the RNAi experiments, LB broth is

supplemented with ampicillin at a concentration of 50 mg/mL.
11.
 LB agar with ampicillin and tetracycline plates: Add 16 g/L agar to LB broth.

Sterilize by autoclaving. After it has cooled (just before pouring), add ampicillin

at a concentration of 100 mg/mL and tetracycline at a concentration of 12.5 mg/
mL. Pour 45 mL into each 86 � 128 mm rectangular plate. Store at 4 �C
wrapped in aluminum foil until use.
12.
 Bleaching solution (100 mL):4 mL 10 M NaOH, 20 mL Clorox Germicidal

Bleach (6.15% sodium hypochlorite), 76 mL autoclaved water. Prepare fresh

every time.
C. Supplies and Equipment
1.
 Petri dishes by Fisherbrand from Fisher

a. 60 � 15 mm Stackable Mono Plate (#08-757-13A)

b. 100 � 15 mm Stackable Mono Plate (#08-757-12)

c. 150 � 15 mm Slippable Mono Plate (#08-757-14)
2.
 OmniTray 86 � 128 mm rectangular plates by Nunc (#264728)
3.
 96-well flat-bottom plates by Costar, Corning (#3598)
4.
 Matrix 96-well deep-well plates Deep Well/2 mL Blocks by Thermo Scientific

(#4222)
5.
 BD Falcon cell strainers, nylon mesh size: 40 mm, from Fisher
6.
 Stericups w/500 mL funnel, 45 mm neck size, PES membrane, Millipore filters

(#SCGP-T05-RE)
7.
 Fisherbrand 4oz/118 mL containers (#14-375-147)
8.
 AirPore tape sheets, from Quiagen (#1957)
9.
 Short 96-pin replicator (V&P Scientific, Inc. model VP 381)
10.
 Long 96-pin replicator (V&P Scientific, Inc. model VP408A)
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11.
 Benchtop Sorvall Legend RT Centrifuge with adapters for plate centrifugation
12.
 15–25 �C Percival Worm incubators
13.
 37 �C bacteria incubator
14.
 37 �C shaking incubator
15.
 Small rocking platform
16.
 Matrix WellMate (ThermoFisher) + Tubing cassettes
17.
 Aquarius (Tecan)
18.
 Corning aluminum sealing tapes for 96-well plates (#6570)
19.
 Abgene transparent adhesive plate seals (#AB-0580)
20.
 Clorox Germicidal Bleach (6.15% sodium hypochlorite), from Fisher.
21.
 Surveyor software (Media Cybernetics Inc.)
22.
 Leica stereoscopic microscopes with Luld Bioprecision stage and adaptors
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Abstract
With unique genetic and cell biological strengths, C. elegans has emerged as a

powerful model system for studying many biological processes. These processes are

typically regulated by complex genetic networks consisting of genes. Identifying those

genes and organizing them into genetic pathways are two major steps toward under-

standing the mechanisms that regulate biological events. Forward genetic screens with

various designs are a traditional approach for identifying candidate genes. The com-

pletion of the genome sequencing in C. elegans and the advent of high-throughput

experimental techniques have led to the development of two additional powerful

approaches: functional genomics and systems biology. Genes that are discovered by

these approaches can be ordered into interacting pathways through a variety of
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strategies, involving genetics, cell biology, biochemistry, and functional genomics, to

gain a more complete understanding of how gene regulatory networks control a

particular biological process. The aim of this review is to provide an overview of the

approaches available to identify and construct the genetic pathways using C. elegans.
I. Introduction
C. elegans has emerged as a powerful model system for identifying the genes and

genetic pathways that regulate a diverse array of fundamental biological processes.

The strengths of C. elegans include its invariant cell lineage, simplified cellular

landscape, transparency, short life cycle, and hermaphroditic reproduction, which

favor rapid genetic analysis. Complementing these traditional attributes, more recent

functional genomic technologies, including genome-scale transcriptional and phe-

notypic profiling as well as physical interaction mapping, have led to more instru-

ments in the C. elegans researcher’s tool box to uncover the genetic networks that

control developmental, behavioral, cell biological, and physiological processes.

Highlighting the utility of C. elegans is the leading role that this model system

has played in elucidating the genetic pathways regulating key biological processes

such as cell-fate specification (Greenwald et al., 1983; Sternberg, 2004; Sternberg

and Horvitz, 1986), apoptosis (Kimble and Hirsh, 1979; Metzstein et al., 1998;

Sulston et al., 1983; Sulston and Horvitz, 1977), RNA interference (RNAi)

(Fire et al., 1998), microRNA biology (Reinhart et al., 2000; Simon et al., 2008),

axon guidance (Chan et al., 1996; Hao et al., 2001; Walthall and Chalfie, 1988), cell

polarity (Goldstein and Hird, 1996; Kemphues et al., 1988), and aging (Friedman

and Johnson, 1988; Kimura et al., 1997).

The goal of this review is to provide a comprehensive overview of the approaches

available toC. elegans researchers to identify and construct the genetic pathways that

control biological events. Often these start with a simple genetic screen to identify

the key nonredundant genes that regulate a process of interest. Alternatively,

researchers sometimes stumble into a biological process when conducting reverse

genetics – knocking out or reducing the function of a gene of interest (often disease-

related) and studying the resulting phenotype. Once key genes are identified, reverse

genetics and sensitized screening approaches can be used to better focus and identify

redundant or modulatory genes. These approaches can often be complemented with

functional genomic and systems-level studies to gain amore complete understanding

of genetic pathways and the networks that guide these processes. In this review, we

first discuss representative designs underlying diverse genetic screens in C. elegans

with a uniform aim of identifying genes involved in a biological process of interest.

We then discuss new techniques being utilized to discover candidate genes, including

functional genomic techniques and their integration into systems-level analysis. This

is followed by an outline of strategies for constructing pathways with genes identi-

fied. Throughout we provide specific examples of screening and genetic pathway

construction to illustrate how these techniques are implemented.
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II. Strategies for Identifying Components in
Pathways of Interest
Three general strategies are currently used byC. elegans biologists to discover the

specific components of pathways: (1) forward genetic screens that encompass a

diverse array of screening methods and can be complemented with reverse genetic

approaches; (2) functional genomic approaches that utilize genome-wide analysis of

transcription, protein–protein interaction, DNA-binding site analysis, and loss-of-

function techniques; and (3) systems biology approaches that integrate the use of

functional genomic techniques.
A. Forward Genetic Screens

1. Forward Genetics and Reverse Genetics
Biological processes are precisely regulated by highly coordinated gene regula-

tory networks that are comprised of numerous interacting signaling pathways. The

basic constituent of signaling pathways are proteins encoded by corresponding

genes. Perturbation of these genes could cause deregulation of associated pathways

or even the entire network. Deregulation sufficient to disrupt a biological function

may result in an observable outcome referred to as a phenotype. The collective status

of perturbed genes is called genotype. The biological relationship in which a geno-

type determines a phenotype is the foundation for dissecting genetic pathways.

Forward genetic approaches (investigation directed from phenotype to genotype)

and reverse genetic approaches (investigation directed from genotype to phenotype)

are two powerful ways of elucidating the function of genes that regulate a biological

process of interest. Forward genetic screens identify genes in an unbiased manner

based on phenotypes of mutants. The screens start by searching for a desired

phenotype caused by a mutation that is introduced into a gene by mutagens, such

as EMS (1-methylsulfonyloxyethane, also known as ethyl methanesulfonate) or

ENU (1-ethyl-1-nitrosourea, also known as N-ethyl-N-nitrosourea). Identity of the

mutation-harboring genes can be determined by positional cloning or candidate-

gene testing. Forward genetic studies in C. elegans have made significant contribu-

tions to our understanding of awide range of developmental processes. For example,

the forward genetic screens pioneered by Nobel Prize Laureate Robert Horvitz for

mutants defective in programmed cell death (PCD) identified the underlying genetic

pathways that direct apoptosis, a process conserved among metazoans, including

humans (Metzstein et al., 1998).

Similarly, reverse genetics has provided considerable insights into many biolog-

ical processes. Reverse genetic approaches begin with a set of genes with known

sequences that are of particular interest such as disease-related genes (Ahringer,

1997; Barr et al., 2001; Derry et al., 2001). Genes are inactivated by target-selected

approaches such as creation of deletion mutants using chemical mutagens or UV

light (Gengyo-Ando and Mitani, 2000; Jansen et al., 1997; Liu et al., 1999),
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transposon (Tc1) insertion (Rushforth et al., 1993), and RNAi (Fire et al., 1998). The

availability of the complete and well-annotated genome sequence and RNAi librar-

ies currently covering over 94% of the predicted genes in C. elegans (Ahringer,

2006) allow investigation of nearly any gene in C. elegans. For example, Derry et al.

(2001) used sequence analysis to identify cep-1, the C. elegans ortholog of the

mammalian p53 tumor suppressor gene (Rubin et al., 2000). By generating a cep-

1 deletion mutant and using RNAi for functional assays, they identified and char-

acterized the roles of CEP-1 in regulating apoptosis, stress response in somatic cells,

and chromosome segregation in the germ line. This work laid the foundation for

subsequent genetic screens that have added novel insights into how p53 mediates

these conserved processes (Fuhrman et al., 2009; Gao et al., 2008; Schumacher

et al., 2005; Sendoel et al., 2010).

As two independent approaches for deciphering gene function, forward and

reverse genetics can often complement each other. A notable example comes from

studies on the C. elegans orthologs of two mammalian polycystin proteins, PKD1

and PKD2, which are defective in human autosomal dominant polycystic kidney

disease (ADPKD), one of themost commonmonogenic human disorders, affecting 1

in 400–1000 individuals (Igarashi and Somlo, 2002). In a forward genetic screen for

male mutants defective in the ability to locate the hermaphrodite vulva, Barr and

Sternberg (1999) isolated amutation in lov-1. Cloning the lov-1 gene revealed it to be

the ortholog of the human disease gene PKD1, which encodes a large transmem-

brane receptor-like protein (Harris and Torres, 2009; Xiao and Quarles, 2010). Barr

and Sternberg found this gene to be exclusively expressed in male-specific sensory

neurons. Loss of lov-1 function displayed no phenotype in hermaphrodites, which is

likely the reason this gene was not previously identified, as male-specific pheno-

types, especially behavioral, are not often examined.With this knowledge of lov-1 in

hand, they employed a reverse genetic strategy and generated a deletion mutant of

pkd-2, the worm ortholog of a second PKD disease gene, which encodes a transient

receptor potential channel (Clapham, 2003). Strikingly, they found a similar mating

defect in males (Barr et al., 2001). Both lov-1 and pkd-2 localize to the ciliated

endings of male-specific sensory neurons, the site of sensorymechanic transduction,

but they are not required for ciliogenesis. This was important, as this study was the

first to indicate that these genes may function in sensory transduction in cilia, a

location where mammalian PKD1 and PKD2 genes were later found to reside and

mediate mechanosensation (Nauli et al., 2003; Pazour et al., 2002; Yoder et al.,

2002). Dysfunction of these genes may cause ADPKD due to the inability of renal

epithelial cells to sense fluid flow, whichmight alter various cell functions, including

gene expression, growth, differentiation, and apoptosis (Nauli et al., 2003).
2. Direct Simple Screen
Dissecting genetic pathways involved in a biological process usually starts from

identifying functionally nonredundant components of those pathways. To search for

these key players, direct simple screens are often used. In this type of screen, mutants
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with desired phenotypes are isolated by direct inspection of descendants of muta-

genized or RNAi-treated worms. For example, the very first direct simple screen

using EMS as a mutagen in C. elegans was performed by Sydney Brenner with

particular interests in mutants defective in coordinated movement (Brenner, 1974).

He identified mutations in 77 genes affecting movement. Notably, one of these

genes, unc-6, was later shown to be the ortholog of the vertebrate netrin gene,

encoding an important extracellular cue directing axon outgrowth and broadly

conserved across the animal kingdom (Harris et al., 1996; Hedgecock et al.,

1990; Ishii et al., 1992; Kennedy et al., 1994; Lauderdale et al., 1997; Mitchell

et al., 1996; Serafini et al., 1994).
3. Forward Screens with the Aid of the Green Fluorescence Protein (GFP)
In contrast to phenotypes observed in direct simple screens, many phenotypical

changes, particularly cellular biological ones, are invisible at the behavioral and light

microscope levels. For some phenotypes, this limitation can be overcome with

fluorescent proteins. Fluorescent markers, in particular, green fluorescence protein

(GFP) from the jellyfish Aequoria victoria (Chalfie et al., 1994), have facilitated

screens in many biological processes, including axon guidance (Zallen et al., 1998),

vesicle transportation (Grant and Hirsh, 1999; Grant et al., 2001; Sato et al., 2008),

and synapse formation (Liao et al., 2004; Shen and Bargmann, 2003; Zhen et al.,

2000). In these screens, GFP is utilized as a visual indicator of phenotypic alterations

for identification of mutants, as it allows selective visualization of normally invisible

proteins, subcellular structures, specific cells or tissues, and even gene transcription

status by placing the GFP open reading frame downstream of genes0 cis-regulatory
regions. In these types of screens, worms that are engineered to transgenically

express GFP are mutagenized and examined for changes in GFP expression levels

or patterns. For instance, to investigate the mechanisms underlying left–right func-

tional asymmetry of chemoreceptor gene expression between two morphologically

symmetrical neurons, ASE left (ASEL) and ASE right (ASER), Chang et al. (2003)

performed a screen on transgenic worms with GFP expression in either ASEL or

ASER under the control of the cell-specific cis-regulatory regions. They identified

mutations that lost left–right functional asymmetry by isolating mutants that sym-

metrically expressed GFP in both cells or neither. From this screen, they uncovered

several microRNAs and transcription factors that formed a complex regulatory

cascade directing left–right asymmetrical chemoreceptor gene expression, thus

shedding light on chemosensory neuron differentiation (Chang et al., 2004;

Johnston and Hobert, 2003).

The manual isolation of mutants using fluorescence markers is often laborious, as

it requires visual inspection of a large number of mutagenized worms at the micro-

scopic level. Recently, an automated worm sorter (Complex Object Parametric

Analysis and Sorter, COPAS), which is a flow cytometrymachine used to sort worms

based on their optical sizes, density, changes in color, and fluorescence intensity

(Doitsidou et al., 2008), has been developed to facilitate isolation of mutants. For
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example, to study genes involved in executing the dopaminergic cell fate,

Doitsidou et al. (2008) devised a worm-sorter-based screen using a transgenetic

strain with all dopaminergic neurons exclusively labeled by a cell type-specific GFP

reporter. As a failure to execute dopaminergic cell differentiation can result in fewer

GFP positive neurons, mutants with reduced GFP fluorescence were sought. To

control for the variability in fluorescence intensities among individual worms, they

introduced a broadly expressed red fluorescence protein (RFP) reporter into the

transgenic strain as an internal reference for GFP/RFP ratiometric measurements.

The worm sorter was accordingly set to detect a reduced GFP/RFP ratio. This

screening strategy was highly sensitive as it allowed the identification of mutants

lacking GFP expression in only one or two of the eight dopaminergic neurons. In

comparison with a manual screen performed in parallel, the worm-sorter-based

screen displayed a higher efficiency in isolating mutants, as �50,000 individual

worms per hour were screened – in contrast to �1000 manually screened with a

microscope. The automated screen identified 22 mutants over a few days, whereas

the manual screen isolated 10 mutants over a few months.
4. Enhancer Screens
It is estimated that only �30% of the approximately 20,000 genes encoded in the

C. elegans genome show a visible, lethal, or sterile phenotype after loss or reduction

in function (Hodgkin andHerman, 1998; Johnsen and Baillie, 1991). Themajority of

genes are phenotypically silent upon loss of function under laboratory conditions.

Sometimes, it is because the function of these genes can be compensated either by

homologous genes with high structural and functional similarity or through buffer-

ing of regulatory networks via nonhomologous genes acting in related pathways

(Hartman et al., 2001;Wagner, 2000). These genes, which are thought to constitute a

large part of most genetic pathways, are unlikely to be recovered in direct simple

screens. Identifying these genes necessitates the loss of two or more genes simulta-

neously. One screening strategy to accomplish this task is the use of an enhancer

screen, which is usually conducted on a starting strain with a defined phenotypic

defect caused by a mutation in a single gene. Any gene whose functional disruption

can enhance the defects of the starting perturbation is referred to as an enhancer of

the starting mutant.

Two types of genetic outcomes are possible between enhancers and a starting

gene: (1) synergistic enhancement in which the combined severity is more than the

sum of both single mutant phenotypes; (2) additive enhancement in which the

severity of the combined defects equals to the sum of the individual defects.

The type of genetic enhancement can be informative for constructing genetic path-

ways (see also discussion in Part III).

To devise an enhancer screen, genetic nature, particularly dosage effects (loss of

function or reduction of function) of starting alleles used for enhancer screens should

be taken into careful consideration because the dosage nature of the starting alleles

affects the types of enhancer genes that can be identified.
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Enhancer Screens Using Null Alleles
Enhancer screens using null alleles (mutations causing complete loss of function

in the corresponding genes) as startingmutations are awidely used and effectiveway

to isolate functionally redundant genes involved in the same biological process. This

approach was used to study the negative regulation of a Receptor Tyrosine Kinase –

Ras GTPase – Mitogen Activated Protein Kinase signaling cascade (RTK/Ras/

MAPK) mediated by LET-23, an epidermal growth factor receptor (EGFR) like-

typrosine kinase, in vulval indiction in C. elegans (Fig. 1). Activity of LET-23 was

known to be dampened by several functionally redundant negative regulators. A

mutation in any individual regulator is phenotypically silent with regard to vulval

induction but a combination of any two of them displays a hyperinduced-vulval

phenotype due to increased activity of LET-23 (Sternberg et al., 1994). To identify

new LET-23 negative regulators that might be masked by this redundancy,

Hopper et al. (2000) conducted an enhancer screen for the hyperinduced-vulval

phenotype in the background of a null allele of sli-1 (an ortholog of the Cbl family

of ubiquitin ligases), a known negative regulator of LET-23, showing no phenotype

on its own (Hopper et al., 2000). This screen identified a novel negative regulator,

ark-1, which encodes an ortholog of the Ack-related nonreceptor tyrosine kinase.

This gene was later found to be a target of LIN-12/Notch lateral signaling and to

mediate the interaction between LET-23 signaling and LIN-12 pathway during their

cooperative regulation of vulval cell-fate specification (Yoo et al., 2004).

Although an enhancer screen using a null allele is powerful in identifying func-

tionally redundant genes, it has limitations. As a null allele does not produce a

protein to regulate downstream components or be influenced by gene products acting

upstream, the linearity of the signaling relay is interrupted and the activity of the

corresponding pathway is lost. Additional mutations in genes that act either

upstream or downstream would not further enhance the initial phenotype of the null

allele. Thus, an enhancer screen using a null allele is ineffective in identifying

components that act upstream or downstream of the pathway where the starting null

allele resides.
Enhancer Screens Using Hypomorphic Alleles
A hypomorphic mutation causes partial loss of gene function, which leads to a

reduction in the activity of the encoded gene product in the signaling pathway in

which this gene is involved. This reduction can be enhanced in various situations

(Fig. 2): (1) loss or reduction in function of a gene that encodes a physical interacting

partner of this hypomorphic allele; (2) loss or reduction in function of another gene

acting in the same or the parallel pathways that functionally compensate for each

other. Thus, an enhancer screen using a hypomorphic mutation can identify a broad

range of interactors that function in either the same physical complex or the same

pathway (upstream or downstream), as well as genes that act in redundant pathways.

For example, in an enhancer screen using a hypomorphic allele of lin-45, a critical
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Fig. 1 The RTK/Ras/MAPK signaling pathway in vulval induction in C. elegans. The ligand, its receptor, and core signal

transducers are indicated. LIN-3 encodes the worm epidermal growth factor (EGF) ligand and is secreted from the gonadal

anchor cell. It binds to its receptor LET-23 on the vulval precursor cells which then dimerizes and undergoes autophosphoryla-

tion (Aroian et al., 1990; Hill and Sternberg, 1992). SEM-5, an adaptor protein, binds phosphorylated LET-23 (Clark et al., 1992)

and recruits SOS-1 (Chang et al., 2000), a guanine nucleotide exchange factor (GEF) that activates LET-60, a Ras GTPase. KSR-

1, a putative scaffold protein, is required for robust activation of LET-60 downstream signaling (Kornfeld et al., 1995b;

Sundaram and Han, 1995). LET-60 activates a mitogen-activated protein kinase (MAPK) cascade, including LIN-45 (Raf),

MEK-2 (MAPK kinase), andMPK-1 (MAPK) (Chong et al., 2003; Han et al., 1993; Kornfeld et al., 1995a; Lackner et al., 1994;

Sternberg et al., 1993; Wu et al., 1995; Wu and Han, 1994). Activated MPK-1 inhibits LIN-1, a transcription factor forming a

complex with LIN-31. Upon LIN-1 inhibition, LIN-31 is released to promote the acquisition of vulval cell fates (Tan et al.,

1998). MPK-1 also indirectly activates SUR-2, a mediator protein that positively regulates vulval cell fate (Singh and Han,

120 Zheng Wang and David R. Sherwood



1995). EOR-1, a putative transcription factor related to the human oncogene PLZF (Hoeppner et al., 2004), and EOR-2, a novel

protein (Hoeppner et al., 2004), act downstream or in parallel to MPK-1 and function redundantly with LIN-1 to regulate

transcription of target genes (Howell et al., 2010; Rocheleau et al., 2002). LET-23 signaling is also regulated by several negative

regulators, include ARK-1 (Ack) (Hopper et al., 2000), SLI-1 (c-Cbl), which targets activated LET-23 for internalization and

degradation (Rubin et al., 2005; Swaminathan and Tsygankov, 2006), UNC-101 and APM-1, which encode medium chains of

the AP-1 adaptin and promote LET-23 endocytotic recycling (Lee et al., 1994; Shim et al., 2000), and GAP-1, which stimulates

LET-60 GTP hydrolysis (Hajnal et al., 1997). More details about this pathway can be found elsewhere (Sundaram, 2006). The

mammalian homologs of these genes are indicated in parentheses. (For color version of this figure, the reader is referred to the

web version of this book.)

3
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Fig. 2 Possible genetic scenarios where the phenotype of a hypormorphic allele can be enhanced. A hypomorphic mutation

(X) causes partial loss of gene function, which only slightly reduces the activity of a corresponding signaling pathway. This

reduction can be dramatically enhanced by loss or reduction in the activity of a gene (Y) that encodes a physical interacting

partner (i), acts upstream (ii), downstream (iii) of the same pathway, or functions in a parallel pathway that functionally

compensate for each other (iv). (For color version of this figure, the reader is referred to the web version of this book.)
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RTK-Ras-MAPK component encoding a Raf protein, Rocheleau et al. (2002) iden-

tified novel alleles of known components of this pathway that function either

upstream or downstream of lin-45, including sem-5, sos-1, lin-1, and ksr-1, and

alleles in two new components, eor-1 and eor-2, likely acting downstream of or in

parallel tompk-1 (Fig. 1). The spectrum of genes identified highlights the efficiency

of using hypomorphic alleles in enhancer screens.

Another example showing the usage of hypomorphic alleles in identifying genes

with redundant functions comes from a screen carried out by Schwabiuk et al.

(2009). They discovered a novel function for a gene, sdn-1, in regulating migration

of the distal tip cells (DTC) that lead gonad extension. sdn-1, which encodes an

ortholog of a type I transmembrane proteoglycan syndecan-2, was previously impli-

cated in axon guidance (Rhiner et al., 2005) and in epidermal enclosure

(Hudson et al., 2006). Its new functional role in DTC migration was found in a

screen for mutations that enhanced the DTC migration defects caused by a hypo-

morphic allele of unc-5, which encodes a receptor for the axon guidance cue, netrin.

sdn-1 would not otherwise have been identified in simple screens using wild-type

worms or enhancer screens using a null allele of unc-5, because the ensuing func-

tional characterization revealed that all sdn-1 alleles (null and hypomorphic) were

phenotypically silent in DTC migration on their own and importantly no enhance-

ment was observed in the double mutants between an unc-5 null allele and any of

sdn-1 alleles, indicating that sdn-1 function is linked to unc-5 activity.

For some enhancer screens, temperature-sensitive alleles (‘‘hypomorphic’’ equiva-

lents) can also beused.These alleles often display incomplete phenotypic penetrance at

intermediate temperature between restrictive and permissive temperatures. Additional

mutations that increase original penetrance of phenotypes at intermediate temperature

are isolated and cloned. This temperature strategy has been used in a number of

enhancer screens, such as a screen to identify genes involved in the neddylation process

(Dorfman et al., 2009), as well as LIN-12/Notch signaling (Qiao et al., 1995).
Synthetic Lethality Screen Using Extrachromosomal Arrays
In some enhancer screens, the combination of two mutations can cause synthetic

lethality: the disruption of a single gene displays no discernable or a very subtle

phenotype, whereas simultaneous disruption of two or more genes causes lethality.

Synthetic lethality poses a challenge for mutation recovery as it is usually unknown

whether a starting mutation has synthetic lethal partners. One way to recover syn-

thetic lethal mutations is to devise an enhancer screen using a starting mutant

carrying an extrachromosomal array that rescues potential lethality (Fig. 3). These

arrays are transgenes introduced into worms by gonad microinjection (Mello and

Fire, 1995). Due to their extrachromosomal nature, these transgenes are stochasti-

cally lost during meiosis and mitosis, and are only expressed in the progeny or

daughter cells containing them. For enhancer screens, the transgenes carried by

the starting mutant are often designed to express two proteins simultaneously:

(1) a wild-type copy of a starting-mutation-harboring gene for avoiding synthetic
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lethality; (2) a dominant visible marker (e.g., GFP) driven by a ubiquitous promoter

to indicate the presence of the transgenes. The progeny of this transgenic strain will

be comprised of two populations: the marker-positive worms (transgene+) and the

marker-negative worms (transgene�), the frequency of each being dependent on the
frequency of stochastic loss of the exchromosomal array. If a synthetic lethal muta-

tion were to be introduced into one of these transgene-containing worms, only

progeny containing the transgenewould be viable, as themarker-negative population

would be all dead due to the absence of an extrachromosomal array expressing the

wild-type protein. Conversely, both transgene+ and transgene� progeny would be

present and viable with nonlethal enhancers.
[(Fig._3)TD$FIG]

Fig. 3 Synthetic lethality screen using extrachromosomal arrays. The starting strain (P0) with an initial

mutation (S) and a rescuing array containing a dominant visible marker (Ex) is mutagenized. The progeny

(F1) carrying the visible marker (green) are cloned onto individual plates. As an F1 worm is heterozygous

for a recessive mutation, only 25% of the progeny (F2) will be homozygous. Thus, several F2 progeny

carrying the marker from each F1 plate are then cloned onto individual plates (here, we show four

F2 worms per F1). The progeny (F3) of each cloned F2 are inspected for the presence of the marker.

For an F2 that is homozygous for a synthetic lethal mutation (Lm), all viable F3 progeny will be marker-

positive (green) because the progeny lacking the marker (white) will be dead (dotted box). In the case of

F2worms derived from an F1 worm carrying a nonlethal mutation (nLm), the progeny F3 of each F2worm

will be both marker-positive (green) and marker-negative (white). This screening process is also known as

an F2 clonal screen. (See color plate.)
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Using this screening strategy, Fay et al. (2002) discovered that the gene fzr-1

functions redundantly with lin-35, theC. elegans ortholog of the Rb (Retinoblastoma

protein) tumor suppressor gene, in controlling cell proliferation. Unlike Rb knockout

mutants in flies and mice (Clarke et al., 1992; Du and Dyson, 1999; Jacks et al.,

1992), worms with strong loss of function of lin-35/Rb are viable, and display

relatively subtle defects in development (Fay et al., 2002; Lu and Horvitz, 1998),

suggesting the existence of genes acting redundantly with lin-35. To identify these

genes, they performed a synthetic lethality screen on lin-35 mutants carrying an

extrachromosomal array expressing thewild-type LIN-35 protein and a ubiquitously

expressed GFP marker for tracking worms with the array. After mutagenesis, F3

worms derived from each of 10,000 single cloned F2 (four F2 per F1) were examined

for the presence or absence of theGFPmarker (see Fig. 3 for details). They recovered

seven mutations defining seven distinct loci that displayed synthetic lethality. The

gene characterized in this study was fzr-1 encoding a protein orthologous to a

regulatory subunit of the anaphase-promoting complex required for anaphase initi-

ation and exit from mitosis (Dawson et al., 1995; Schwab et al., 1997; Sigrist et al.,

1995). In addition to synthetic lethality, the double mutants of fzr-1 and lin-35 also

showed extensive tissue hyperproliferation affecting a wide range of cell types,

indicating new functional roles of lin-35. As hyperproliferation caused by mutations

in mammalian Rb genes is an important genetic event during multi-step carcino-

genesis, this study provided support that uncontrolled proliferation in C. elegans

follows the same genetic pattern of oncogenesis in mammals and revealed a possible

connection of this process with the anaphase-promoting complex.
5. Suppressor Screens
Suppressor screens are a powerful way to identify interacting genes that regulate

biological processes. The ‘‘suppression’’design enables this type of screen to bypass

synthetic lethality, which can be a limitation of an enhancer screen. A suppressor

refers to a gene whose dysfunction (loss, reduction, or gain of function) can suppress

the well-defined phenotypic defect of a mutation in another gene (starting allele).

Prior to screening, it is of great importance to decide the appropriate starting alleles

for suppression. Alleles identified in direct simple screens often exhibit highly

penetrant phenotypic defects, which may limit their utility in enhancer screens but

makes them potentially ideal starting alleles for suppressor screens. Second, the

genetic nature (null, hypomorphic, or hypermorphic, i.e., gain of function) of a

starting allele should be taken into careful consideration as it determines the types

of mutants that can be recovered from the screen.
Suppression of a Null Allele
Suppression of a null allele in a gene of interest allows isolation of mutations in

genes that bypass the need for the original gene. In addition, the screen can also

identify gain-of-function (gf) mutations in downstream genes that are positively
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Fig. 4 The choice of starting mutations affects the types of mutations recovered from suppressor

screens. (i) A suppressor screen using a loss-of-function (lf) mutation as a starting mutation allows

isolation of mutations (A) in genes that bypass the gene of interest, gain-of-function (gf) mutations (B)

in downstream genes that are positively regulated by the gene of interest, and loss-of-function (lf)

mutations (C) in downstream genes that are negatively regulated by the pathway. (ii) In addition to the

similar spectrum of mutations recovered from suppression of a null mutation, suppression of a reduction-

of-function (rf) mutation can identify lf mutations (D) in upstream negative regulators and gf mutations

(E) in upstream positive regulators, and mutations (F) in direct physical interactors. (iii) Suppression of a

gfmutation can obtain awide range of mutationswith attributes opposite to those identified in suppression

of a lf mutation. (For color version of this figure, the reader is referred to the web version of this book.)
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regulated by the gene of interest as well as loss-of-function (lf) mutations in down-

stream genes that are negatively regulating the pathway (Fig. 4i).

Suppressor screens using null mutations are in general not effective in recovering

mutations in genes acting upstream of a pathway or directly interacting with the

starting genes, because null alleles produce no protein products for upstream genes

to regulate and for direct interactors to modulate. A way to identify genes that act

upstream and direct interacting genes is to use hypomorphic alleles as the basis of a

suppressor screen.
Suppression of a Hypomorphic Allele
Suppression of hypomorphic alleles, that is, reduction-of-function (rf)mutations,

not only yields the range of mutations similar to suppression of null mutations, but

also allows recovery of mutations in upstream genes, such as lf mutations in

upstream negative regulators and gf mutations in upstream positive regulators, and

mutations in genes directly interacting with the gene of interest (Fig. 4ii). For

example, UNC-4, a homeodomain protein, regulates synaptic connectivity of VA

motor neurons, which mediates backward movement in C. elegans. unc-4 mutants
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are unable to crawl backwards. To identify gene products that directly interact with

UNC-4, Miller et al. (1993) screened for mutants that suppressed a hypomorphic

temperature sensitive allele of unc-4 and successfully identified a gf mutation in a

gene, unc-37, which was found to encode a Groucho-like protein forming a complex

with UNC-4 to regulate transcription (Winnier et al., 1999). Importantly, this muta-

tion in unc-37 was not able to suppress unc-4 null alleles, suggesting that this

suppression was dependent on UNC-4 activity.
Suppression of a Hypermorphic Allele
Suppression of hypermorphic alleles, that is, gf mutations, yields a spectrum of

alleles in genes with attributes opposite to those identified in suppression of lf

mutations (Fig. 4iii). This type of suppression is a powerful way to identify compo-

nents of a biological pathway. A good example comes from the highly conserved

RTK/Ras/MAPK pathway, which is involved in vulval induction in C. elegans (see

Fig. 1). The worm Ras gene, let-60, is a crucial component of this pathway. Gain-of-

function mutations in let-60 cause a multiple-vulva (Muv) phenotype. A group of

key components acting downstream of let-60, including lin-45 (the worm Raf gene)

(Hsu et al., 2002), mpk-1 (the worm ERK gene) (Wu and Han, 1994), mek-2 (the

worm MEK gene) (Wu et al., 1995), ksr-1 (a C. elegans kinase suppressor of Ras)

(Sundaram and Han, 1995), and sur-2 (Singh and Han, 1995), were all identified in

screens for suppressors of the Muv phenotype caused by a gf allele of let-60.
Suppression of Engineered Gain-of-Function (gf) Alleles
gf mutations used for suppressor screens are not limited to genetically defined

alleles. By engineering into worms transgenes (‘‘artificial gf alleles’’) expressing

mutant proteins, one can produce a phenotype that facilitates selection and identi-

fication of suppressors. For instance, Zheng et al. (2004) devised a suppressor screen

hunting for genes interacting with an important class of neurotransmitter receptor,

ionotopic glutamate receptors (iGluRs), that mediate most excitatory synaptic sig-

naling between neurons (Zheng et al., 2004). The screen was performed in a trans-

genic strain engineered to express a non-N-methyl-d-aspartate (NMDA) type iono-

tropic glutamate receptor (GLR-1) subunit containing a dominant mutation.

Expression of this transgene under the control of the glr-1 promoter resulted in a

hyper-reversal phenotype, that is, transgenic animals show a higher frequency of

reversing direction during movement than wild-type worms. By searching for muta-

tions suppressing this phenotype, Zheng and colleagues identified a gene encoding a

type I transmembrane protein, SOL-1, that can bind to GLR-1 and participate in the

gating of non-NMDA iGluRs.
Suppressors of Engineered Pathological Processes
Greater than 40% of human-disease-related genes have clear C. elegans orthologs

(Culetto and Sattelle, 2000). C. elegans has been used to model human diseases,
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including human ADPKD (Barr et al., 2001; Barr and Sternberg, 1999), muscular

dystrophy (Kim et al., 2004), cancer (Bergamaschi et al., 2003; Polanowska et al.,

2004), diabetes and obesity (Pierce et al., 2001), and neurodegenerative diseases

(Lakso et al., 2003). The applications of C. elegans for various disease models have

been extensively reviewed (Dimitriadi and Hart, 2010; Kaletta and Hengartner,

2006; Kirienko et al., 2010). With the unique genetic advantages of C. elegans,

large-scale screens that are impractical in vertebrates can be readily performed in

C. elegans to identify highly conserved genes that maymodulate human diseases. To

identify those genes, suppressor screens are often performed on a transgenic strain

generated to resemble a pathological process of interest. For example, one hallmark

of some notable neurodegenerative diseases is the abnormal aggregation of proteins,

such as wild-type or mutated tau protein that normally functions to stabilize micro-

tubules and promote their polymerization. The aggregation of tau is seen in a group

of neurodegenerative diseases, including Alzheimer’s disease and frontotemporal

dementiawith parkinsonism chromosome 17 type (FTDP-17T) (Lee et al., 2001). To

identify genes participating in tau neurotoxicity, Guthrie et al. (2009) carried out a

forward genetic screen for suppressors of the Unc (uncoordinated movement) phe-

notype caused by accumulation of exogenous mutated human tau in a transgenic

strain that was engineered to express this tau protein in all neurons. Using this

transgenic worm as a model of human taunopathy disorders, they revealed that loss

of function in a gene, sut-2, which encodes a highly conserved subtype of CCCH zinc

finger protein, was able to suppress tau neurotoxicity. The identification of this gene

suggested a novel neuroprotective strategy to interrupt tau pathogenesis

(Guthrie et al., 2009).
Some Considerations Regarding Nature of Suppressors
There are two specialized types of suppression that can arise when performing a

suppressor screen, which may not provide insight into the biological processes of

interest. These are important to be aware of when interpreting results of suppressor

screens. One is informational suppression caused by mutations in genes involved in

the general machinery of transcription, RNA processing, and protein translation. This

suppression is allele-specific, gene-nonspecific. A large number of EMS-induced null

alleles are nonsense point mutations causing early stop codons. Suppressor screens

using these nonsense alleles can produce tRNA mutations that recognize stop codons

as sense codons so that the starting allele can be translated to the protein with

biological activity. As an informational suppressor is allele-specific, it may not

suppress the phenotype of other alleles of the gene of interest, which provides a good

way to test if a suppressor mutant is an informationalmutation. Similarly, mutations of

components in the nonsense decay system that is responsible for degrading premature

mRNA can also suppress the phenotype of the starting mutation. Informational

mutations are valuable for studies on regulation of transcription, RNA processing,

and translation; however, they do not provide insights into the genetic networks

controlling the biological processes likely to be of interest in the screens.
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Another type of suppression is referred to as intragenic suppression, where a

suppressor mutation in the same gene that harbors the starting mutation reverses

its defects. For example, the suppressor may introduce a functional favorable muta-

tion into the protein, which may compensate for the reduction of activity caused by

the original deleterious mutation. Sometimes, intragenic suppressor mutations can

affect splicing, which causes a skip of the original mutation and produces a protein

with biological activity. More details on this topic can be found in a review by

Hodgkin (2005).
6. Selection Screens
Depending on the design of the genetic screen, the isolation of mutants can be

laborious. Many screens require careful examination of nearly every single worm

for the presence or absence of a desired phenotype. For example, in the previously

mentioned screen for suppressors of an unc-4 allele, 500,000 progeny of muta-

genized worms were individually tapped on the head with a platinum pick to test if

the worms were able to move backward (Miller et al., 1993). Selection screens are

designed to rapidly facilitate identification of mutants with a specific phenotype

by eliminating animals that do not carry a desired mutation. A drug screen is

one type of selection screen in which mutants resistant to a particular drug will be

readily selected because all other worms are either killed or display a specific

phenotype when lacking resistance. For example, acetylcholine, a neurotransmit-

ter, is released from synaptic vesicles at neuromuscular junctions, where it induces

muscle contraction. Acetylcholine is normally degraded by the enzyme acetylcho-

linesterase. Pesticides, such as Aldicarb, block the activity of this enzyme and

cause accumulation of acetylcholine, which ultimately kills animals, including

worms, because of excessive excitation of muscles. A screen searching for mutants

that are resistant to Aldicard (e.g., viable in its presence) identified unc-17, which

was later cloned and found to encode a broadly conserved acetylcholine trans-

porter involved in uptake of acetylcholine into synaptic vesicles (Alfonso et al.,

1993; Brenner, 1974).

Inducible transgenes can also be used for selection screens, where a transgene

engineered into a strain induces a particular phenotype that when suppressed enables

easy selection of corresponding mutations. For example, GOA-1, a C. elegans

a-subunit of the major heterotrimeric G protein in the nervous system, regulates

many behaviors, including locomotion and egg laying (Hajdu-Cronin et al., 1999).

To identify genes that interact with Go signaling, Hajdu-Cronin et al. (1999) gener-

ated a transgenic strain overexpressing a constitutively active GOA-1 mutant protein

under the control of a heat-shock promoter. Upon heat shock, this strain displays a

severe phenotype, paralysis. By screening for mutants that restored locomotion, they

identified two regulators of Go signaling, dgk-1 (first identified and named as sag-1

in the study), which encodes a diacylglycerol kinase (Miller et al., 1999; Nurrish

et al., 1999), and eat-16, which encodes a protein orthologous to the mammalian

regulators of G protein signaling (RGS) 7 and RGS9 (Hajdu-Cronin et al., 1999).
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In addition, selection screens can be conducted using temperature sensitive (ts)

lethal mutants. Growing such mutants at restrictive temperature usually induces

embryonic or larval lethality. In screens for suppressors of lethality of ts alleles,

mutants that restore the viability of embryos or larvae can be easily identified. For

instance, PAR (partitioning defective) proteins, first identified in forward genetic

screens in C. elegans, are highly conserved regulators of cell polarity and asymmet-

ric cell division (Kemphues et al., 1988). To gain insight into the precisemechanisms

by which PAR-1, a Ser/Thr kinase, regulates embryonic asymmetric cell division,

Spilker et al. (2009) performed a genome-wide RNAi screen on a temperature

sensitive par-1 allele and identified several genes that when their activity is reduced

specifically suppress the embryonic lethality of par-1. One of the identified sup-

pressors was mpk-1, which encodes a mitogen-activated protein (MAP) kinase.

Reduced activity of mpk-1 restored the asymmetric distribution of cell-fate specifi-

cation markers in par-1 mutants. In addition, disrupting the function of other com-

ponents of the MAPK signaling pathway also suppressed par-1 embryonic lethality.

These results revealed that MAP kinase signaling is involved in antagonizing PAR-1

activity during early C. elegans embryonic polarization.
7. Sequential Screens
The specific phenotypes of a biological process of interest may not always be

suitable for large-scale forward genetic screens. One common reason is the difficulty

in observing the phenotype. Tomake genetic screens applicable for such a biological

process, it is often possible to score a more readily detected phenotype, such as

lethality or uncoordinated movement (primary screen), that allows isolation of a

broader scope of mutations including those specific for the process of interest. The

specific mutations are then identified through a secondary screen. A good example

using a sequential strategy was a screen aimed at identifying genes involved in

regulation of presynaptic terminal formation. This was accomplished by seeking

suppressors of a mutation in the RING finger/E3 ubiquitin ligase gene rpm-1, a key

regulator of synapse formation (Nakata et al., 2005). Mutations in rpm-1 result in a

disorganized presynaptic structure but they cause no defects in locomotion.

Although this phenotype can be observed with fluorescent synaptic markers, its

subcellular microscopic-level nature limits the screening scale. To facilitate the

identification of genes interacting with rpm-1, they devised a sequential screen

for suppressors of an rpm-1 mutation. In the primary screen, instead of screening

solely in the rpm-1 mutant background, they screened for suppressors of a set of

easily scored phenotypes, severe defects in locomotion, and reduction in body size,

caused by introducing (with rpm-1) a mutation in a synaptogenesis gene, syd-1. The

SYD-1 protein regulates the distribution of presynaptic components and when

mutated leads to mild defects in locomotion and egg-laying (Egl) behavior.

Specific suppressors of rpm-1 could be identified by restoration of locomotion

and body size but not the Egl phenotype of the syd-1mutation. The alternative easily

scored phenotypes used for suppression in the primary screen allowed a large
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screening scale. As suppressors isolated in the primary screen may not all be specific

to loss of rpm-1 activity, a secondary screen at the microscope level was then

conducted to identify rpm-1-specific suppressors that restored synaptic morphology

using a synapse fluorescent marker. The highlight from this screen was the identi-

fication of three MAP kinases, dlk-1 (MAPKKK), mkk-4 (MAPKK), and pmk-3

(p38-likeMAPK), which were found to form a previously uncharacterized p38MAP

kinase cascade that is negatively regulated by RPM-1 during synapse formation. The

success of this screen speaks to the specificity and utility of a sequential screening

strategy when designed appropriately.
8. Evaluation and Limitations of Forward Genetic Screens
Regardless of various screening designs, a high-quality screen should be able to

identify many or most of the nonredundant components of a biological pathway of

interest. A key question that then arises is how to determine the degree of saturation

(all genes that can be mutated to display a specific phenotype) that a screen reaches.

Empirically, if a screen is saturated, (1) mutations in the same gene, particularly in

small-size genes that usually are less frequently hit, will be repeatedly isolated. This

will be reflected by the fact that multiple alleles fail to complement each other in a

complementation test, which is a genetic experiment to determine if two alleles

reside in the same gene by comparing the phenotype of transheterozygotes of these

two alleles with that of homozygotes for each allele. If the phenotypes of transhe-

terozygotes and homozygotes are the same, it indicates that the two alleles fail to

complement each other, suggesting that the two alleles likely correspond to the same

gene. Conversely, if a screen is not saturated, it is common to see that each mutation

defines a distinct locus. For example, in the lin-35/Rb synthetic lethality screen

described in Section II.A.4, Fay and his colleagues recovered seven mutations

defining seven distinct loci, indicating the screen was not saturated. (2) Unusual

hypomorphic alleles of lethal genes will be identified that normally are less likely to

be recovered than null alleles because these alleles require changes in specific amino

acids. Besides qualitative judgment, the degree of saturation can also be analyzed in

a quantitative manner. A statistic method using Bayesian and maximum-likelihood

calculation may be used to estimate the number of alleles that remain to be found

(Pollock and Larkin, 2004).

Many components of genetic pathways have been identified throughmutagenesis-

based forward genetic screens. However, as an experimental approach, forward

genetic screens have intrinsic weaknesses in identifying some pathway components.

Even though a forward genetic screen can be performed at a large scale, many genes

may still be missed or rarely hit for several reasons: (1) small-size genes may be

missed because they are too small to be effective targets for mutagenesis; (2) genes

with pleiotropic functions might not be identified because they preferentially give a

phenotype that masks their other functions (Jorgensen and Mango, 2002); (3) genes

that when mutated confer early lethality often prevent identification of their later

functions; (4) functional redundant genes that ensure robustness and plasticity to



5. Dissection of Genetic Pathways in C. elegans 131
biological processes often have no observable phenotypes when individually

mutated (Wagner, 2000). Although an enhancer screen can overcome some redun-

dancy, this approach does not always exhaust its multiple layers. RNAi-mediated

forward genetic screens can also bypass substantial redundancy and lethality by

causing partial loss of gene function; however, RNAi has its own limitations. RNAi

phenotypes are often variable in penetrance and RNAi is ineffective in neurons

(Tavernarakis et al., 2000; Tewari et al., 2004). To find genes that are not easily

identified through forward genetic screens, functional genomic and systems-level

approaches that complement conventional genetic screens can be used.
B. Functional Genomic Approaches to Identify Components of Pathways
The completion of sequencing C. elegans, D. Melanogaster, and H. sapiens

genomes along with rapidly evolving high-throughput techniques have changed

the methodological ways biologists study gene function and dissect genetic path-

ways. The genome-sequencing project inC. elegans revealed a significant number of

novel genes with unknown function. Undoubtedly, these genes are involved in awide

variety of biological functions. To decipher their function, traditional forward

genetic screening still remains useful but now functional genomic studies can also

be utilized. Functional genomics uses high-throughput approaches, such as genome-

wide RNAi, DNA microarray, Serial Analysis of Gene Expression (SAGE), cis-

regulatory analysis, yeast-two-hybrid/yeast-one-hybrid techniques, and mass spec-

trometry, to acquire information about genome-wide patterns of gene expression,

protein–DNA interactions, and protein–protein interactions. By analyzing this infor-

mation, biologists can begin to elucidate the organization and regulation of genetic

pathways at a global level. Nevertheless, during analysis, experimental validation

using conventional single-gene genetic approaches, including genetic perturbation

analysis and reverse genetic approaches, is indispensable for confirming results

obtained from functional genomic studies. The combination of functional genomic

approaches with conventional methods has emerged as an effective way to gain a

more complete understanding of the gene networks that guide biological processes

(see also reviews by Grant and Wilkinson, 2003; Kim, 2001; Piano et al., 2006).
1. Genome-Wide RNAi Screens
RNAi is an endogenous cellular process during which double-stranded RNA

(dsRNA) complementary to sequences of target messenger RNAs (mRNA)mediates

degradation of these mRNAs, resulting in reduction of expression of corresponding

genes (Boutros and Ahringer, 2008). Since RNAi was discovered (Fire et al., 1998),

it has rapidly been adopted as an experimental means to silence expression of genes

in a range of organisms (Boutros and Ahringer, 2008; Gilsdorf et al., 2010). In

C. elegans, RNAi assays can be conveniently carried out by feeding worms with

bacteria expressing dsRNA constructs (Ahringer, 2006), soaking them in nematode

growth media containing these bacteria (Lehner et al., 2006), or injecting dsRNA
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into gonads of young adult hermaphrodites to obtain progeny with mutant pheno-

types. Essentially, RNAi can be used, instead of a mutagen, for variously designed

forward genetic screens already discussed. RNAi-mediated forward genetic screens

have some unique advantages. For instance, the identity of genes whose inactivation

causes phenotypes is immediately known, in contrast to the time-consuming cloning

of mutation-harboring genes from forward mutagenesis screens. RNAi also has

temporal flexibility. It can be applied to animals at different developmental stages

to avoid embryonic or larval lethality caused by inactivation of corresponding genes

at the early developmental stages. Moreover, RNAi usually results in reduction of

function of gene activity rather than complete loss, which allows effective investi-

gation of the roles of essential genes (Kemphues, 2005).

There are currently two RNAi feeding libraries available for C. elegans research.

One library constructed by the Vidal lab has 11,511 clones containing full-length

gene cDNAs that were cloned into a double T7 vector by the Gateway cloning

method (Rual et al., 2004). This library is commercially named the C. elegans

ORF-RNAi Collection V1.1, available through Open Biosystems. The other library

was constructed by the Ahringer lab and has 16,757 clones containing the genomic

sequences of genes (Fraser et al., 2000; Kamath et al., 2003). This library is

commercially available through Geneservice. With the availability of two RNAi

libraries, which together target 94% of C. elegans genes (Ahringer, 2006), RNAi

screens are often carried out at a genome-wide scale and more frequently in an

automated high-throughput fashion. For example, to identify genetic interactorswith

the RTK/Ras/MAPK pathway, Lehner et al. (2006) performed an RNAi screen in the

background of loss-of-function mutations in the 12 known components of the RTK/

Ras/MAPK pathway (Kamath et al., 2003). To perform this screen in a high-

throughput manner, the RNAi was delivered in 96-well plates in which mutants

were soaked in a liquid containing RNAi feeding bacteria. They screened for RNAi

clones that produced synthetic lethality with any of these 12 known components.

Notably, 16 genes that had no previously reported roles in RTK/Ras/MAPK signal-

ing were found to genetically interact with two or more components of the pathway.

Nine out of these 16 genes were shown to regulate RTK/Ras/MAPK signaling during

vulval induction (see Fig. 1), perhaps the best-characterized function of this pathway.

This study highlights how high-throughput functional genomic approaches can

rapidly identify new components of a specific pathway.

The growing number of large-scale RNAi studies carried out in C. elegans have

produced a wealth of RNAi-induced phenotypic information. This information is

being deposited into online databases, such asWormbase (Harris et al., 2010; Rogers

et al., 2008), RNAiDB (Gunsalus et al., 2004), and PhenoBank (Sonnichsen et al.,

2005), to facilitate gene function studies. For example, using these databases, our

group narrowed our search for genetic regulators of anchor cell invasion in a

sequential RNAi screen (Matus et al., 2010). Anchor cell invasion through basement

membranes, which mediates formation of uterine–vulval attachment in C. elegans,

has been used as a simple in vivo model for investigating cell invasion (Sherwood,

2006; Sherwood et al., 2005; Ziel et al., 2009). As a failure of anchor cell invasion
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causes a Protruding-vulva (Pvl) phenotype, we first compiled a list of 539 genes

whose reduction in activity was reported to result in the Pvl phenotype from a

number of whole-genome RNAi screens (Kamath et al., 2003; Rual et al., 2004;

Simmer et al., 2003). We then performed a focused RNAi screen on these genes by

examining anchor cell invasion using differential interference contrast (DIC) optics.

Through these efforts, we identified 99 genes that are required for anchor cell

invasion. Most of these genes have not been previously implicated in cell invasion,

potentially expanding new targets for cancer therapeutics.
2. Gene Expression Profiling Approach
Examination of gene expression at a genome-wide scale within the whole organ-

ism, specific tissues, and even single cells has proven to be a valuable approach in

identifying pathway components and characterizing gene function (Grant and

Wilkinson, 2003). Genes responsible for the same biological process tend to be

regulated in a similar manner. By profiling gene expression changes associated with

a biological process, it is possible to identify a common set of genes whose expres-

sion dynamics and spatiotemporal localization share the same pattern under differ-

ent conditions and in various mutant backgrounds.

A way to measure expression levels of genes is to quantify transcripts of corre-

sponding genes, which can now be readily achieved through a variety of high-

throughput technologies at a genome-wide level, including hybridization-based

approaches and sequence-based approaches (Wang et al., 2009). A typical example

of hybridization-based approaches is a DNA microarray assay that profiles expres-

sion of individual genes at a genomic scale through hybridization of oligonucleotide

DNA probes with fluorescently labeled cDNAs of nearly every gene. Unlike hybrid-

ization techniques, sequence-based approaches obtain quantitative gene expression

data by sequencing gene transcripts. For example, SAGE, a sequencing-based

method, quantifies gene expression by counting the number of times a particular

transcript is found in a pool of short diagnostic sequence tags isolated from an

mRNA sample (Velculescu et al., 1995). Recently, with advances in deep sequencing

technologies, RNA-Seq, a new high-throughput and more precise sequencing-based

method, allows quantification of all transcripts by directly sequencing fragmented

cDNA (30–400 bp) converted from a population of RNA (Wang et al., 2009). In

addition to acquiring information about levels of gene expression, a project aimed to

profile spatiotemporal patterns of gene expression at a large scale (localizome) has

been initiated (Dupuy et al., 2007). In this project, worms have been engineered to

express transgenes in which the open reading frame of GFP was placed downstream

of the proximal promoters of 1610 predicted genes. The expression of GFP from

these promoters has been characterized using a worm sorter that profiles tissue

expression at various developmental stages in a high-throughput fashion. The rele-

vant expression data can be found at theweb site http://localizome.dfci.harvard.edu/.

The ultimate goal of this project is the characterization of all of the�20,000 genes in

the C. elegans genome.

http://localizome.dfci.harvard.edu/
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Excellent examples of how expression analyses have facilitated identification

of the genetic networks controlling diverse biological processes include aging

(Budovskaya et al., 2008; Murphy et al., 2003), development (Baugh et al., 2009),

and innate immunity (Styer et al., 2008). Illustrating its utility in the aging field,

Budovskaya et al. (2008) recently discovered a development-related transcrip-

tional circuit that guides the aging process. By comparing DNA microarray

profiles, they identified a common set of 1254 genes that showed age-dependent

expression changes (both upregulated and downregulated) during normal aging.

This pattern of gene expression was found to be shared with dauer larvae (devel-

opmentally arrested worms whose life spans are ten times longer than normal

worms), and longevity mutants displaying either extended or shortened life spans.

For example, genes that show increased expression with age tend to have

increased expression in dauer larvae and long-lifespan mutants, but show

decreased expression in short-lifespan mutants. To search for transcription factors

that regulate these age-dependent expression changes, they analyzed the upstream

regulatory regions of these 1254 genes and identified a common consensus motif

recognized by a GATA transcription factor, elt-3, in 602 of them. The importance

of elt-3 was validated by showing that RNAi depletion of elt-3 activity resulted in

decreased expression of 12 representative GATA-site-containing age-regulated

genes. The expression of elt-3 itself over the normal life span was negatively

regulated by two other GATA transcription factors, elt-5 and elt-6 (Fig. 5), which

were previously known to function with elt-3 to regulate hypodermis differenti-

ation in embryos (Gilleard et al., 1999; Gilleard and McGhee, 2001). Consistent

with a role for these transcription factors in regulating longevity, loss of elt-3

suppressed the long-lifespan phenotype of a longevity mutant of daf-2 (encoding

a C. elegans insulin/IGF receptor), whereas elt-5 or elt-6 promoted aging as

reduction in activity of either elt-5 or elt-6 caused lifespan extension. Thus, using

a combination of transcriptional profiling, cis-regulatory analysis, and reverse

genetic approaches for validation, this study identified a development-related

transcriptional circuit consisting of three GATA transcription factors and revealed

its novel role in regulating aging late in life.
3. Protein Interaction Screens
Many genetic interactions are realized in the form of direct protein–protein

interactions. Analyzing interactions among proteins not only provides insight into

the function of their corresponding genes, but also helps unravel the genetic topology

of pathways and networks regulating biological processes. To acquire interaction

information between proteins inC. elegans, two strategies are often employed: yeast

two-hybrid (Y2H) screens (Fields and Song, 1989) and affinity-based protein iso-

lation coupled with mass spectrometry (MS) analysis. In a typical Y2H assay, one

protein is used as a bait and fused with the DNA-binding domain of a transcription

factor, whereas the other protein functions as a prey and is fused with the activating

domain of the transcription factor. These two fusion proteins are introduced into the
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Fig. 5 Expression changes of elt-3/elt-5/elt-6 during normal aging and the model for this transcrip-

tional circuit. (i) During the normal aging process, the expression of the GATA transcription factors elt-5

and elt-6 increases. This represses the expression of the GATA transcription factor elt-3. (ii) The

transcriptional circuit consisting of elt-3, elt-5, and elt-6 regulates hypodermal differentiation during

embryogenesis and aging during adulthood. elt-5 and elt-6 promote normal aging by negatively regulating

elt-3 expression. ELT-3 regulates a group of age-dependent genes identified from DNA microarray

analysis. Consistent with a functional role in aging, loss of function of elt-3 suppresses the long-lifespan

phenotype of daf-2mutants. The expression of elt-3 is repressed by the DAF-2mediated insulin signaling,

indicating that this transcriptional circuit may also modulate the effects of the insulin signaling. (For color

version of this figure, the reader is referred to the web version of this book.)
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yeast system. If the two proteins physically interact, the two domains are brought into

close proximity, which triggers transcription of a reporter gene indicating that an

interaction has taken place. As an effort toward understanding protein–protein

interactions, a large-scale protein interaction (interactome) mapping project based

on Y2H screens is in progress (http://interactome.dfci.harvard.edu/C_elegans/)

(Simonis et al., 2009). This interactome map (Worm Interactome version 8) cur-

rently contains 3864 known binary protein–protein interactions. Through interac-

tome mapping, many interactive connections involving novel proteins have been

found between disparate biological processes in C. elegans (Boulton et al., 2002;

Li et al., 2004; Reboul et al., 2003). For example, using the Y2H screening strategy,

Tewari et al. (2004) uncovered eight daf-7/TGF-b pathway modifiers that were not

identified by conventional means. They first employed six known components of the

daf-7/TGF-b pathway as bait for the first round Y2H screen using a C. elegans

cDNA library. In order to identify more novel interaction links, they conducted

the second round of Y2H screening using genes identified in the initial screen

http://interactome.dfci.harvard.edu/C_elegans/
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as bait. Such a sequential multi-round Y2H screening approach is termed

‘‘interactome walking’’, which can identify novel interactors linking distinct func-

tions (Cusick et al., 2005). In this study, they identified 71 interactions among

59 proteins, comprising a complex interactome map. Because Y2H screens might

not reflect the in vivo functional relationships between two genes, other functional

genomic techniques and conventional genetic approaches are often used for indepen-

dent experimental validation. In this study, the identified interactions were confirmed

by coaffinity purification assays and functionally validated by double genetic pertur-

bation analysis in which RNAiwas used to inactivate genes in loss-of-functionmutant

backgrounds of known daf-7/TGF-b pathway genes. Through these approaches, nine

genes were confirmed to interact with the daf-7/TGF-b pathway, eight of which had

not previously been reported to have roles in the daf-7/TGF-b pathway. Given the high

false-negative rate (approximately 60–70%) of Y2H screens (Walhout et al., 2000)

and intrinsic limitations of RNAi (discussed above), they speculated that many more

interactors were likely missed in this study. Nevertheless, this study highlights the

power of coupling large-scale protein interaction mapping with conventional genetic

perturbation to identify components of signaling pathways in C. elegans.

Another strategy for identifying interacting proteins is affinity-based protein

isolation coupled with MS analysis (Aebersold and Mann, 2003). This strategy is

used to identify proteins that are associated with a protein of interest. These asso-

ciated proteins can be isolated through two affinity purification techniques: (1)

immunoprecipitation, an antibody-based purification, in which an antibody against

a protein of interest is used to isolate it and its associated proteins; (2) tandem

affinity purification (TAP), in which two tags separated by an enzyme-cleavable

site are fused to a protein of interest and the associated proteins are isolated in two

steps sequentially using antibodies or binding proteins against the two tags (Fig. 6).

The tags can be fluorescent proteins, such as GFP, which allow both dynamic

imaging studies and proteomic analysis. This type of tag is also referred to as the

‘‘localization and affinity purification’’ (LAP) tag (Cheeseman and Desai, 2005;

Rigaut et al., 1999). Compared with the Y2H technique in which the proteins cannot

undergo some of the post-translation modifications required for particular interac-

tions in metazoans, the tag-based strategy has several advantages: (1) the fully

processed and modified protein can be used as a bait; (2) bound proteins are isolated

from the native cellular environment where interactions take place; (3) multiple

associated components can be isolated and analyzed at a single time (Ashman et al.,

2001). An example of the application of TAP/LAP coupled with MS for identifying

genes was a proteomic study on C. elegans kinetochores (Cheeseman et al., 2004), a

specialized organelle that regulates chromosome segregation in mitosis and meiosis

(Maiato et al., 2004). To isolate the proteins involved in the assembly and function of

kinetochores, they first generated a transgenetic strain expressing two newly iden-

tified kinetochore proteins that were used as bait and fused with two tags, GFP and

the S peptide domain. These two tags were separated by a sequence recognized by

the tobacco etch virus (TEV) protease. Two sequential rounds of affinity isolation

were performed. The bound proteins were first isolated using an antibody against
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Fig. 6 Tandem affinity purification (TAP) coupled with mass spectrometry (MS) analysis. The two

tags, GFP and S peptide domain, are fused to a gene product of interest. These two tags are separated by a

tobacco etch virus (TEV) protease cleavage site. The proteins associated with the gene product of interest

are isolated using the antibody against the first tag, GFP, which is then released by TEV protease cleavage.

S protein that binds to the S peptide domain is used for the secondary affinity purification. The associated

proteins are then separated from the gene product of interest and subject toMS analysis. (For color version

of this figure, the reader is referred to the web version of this book.)
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GFP that was removed by TEV protease digestion. A second round of affinity purifi-

cation using the second tag enriched the kinetochore complex components, whichwere

then subject to the MS analysis. MS analysis indicated that this two-step purification

process removed most of the nonspecific proteins that were present in the single-step

antibody-based immuoprecipitation that was also performed in parallel. The study

identified 10 kinetochore proteins, of which seven were previously uncharacterized.
4. Using Bioinformatics Tools
Bioinformatics is the analysis of biological systems, especially systems involving

genetic materials, using computer science, statistics, engineering, and information

theory. Bioinformatic tools have been widely applied in biological research, ranging

from sequence-based analysis, transcriptome analysis to computational proteomics

(Rhee et al., 2006). In C. elegans, bioinformatic tools in conjunction with functional

perturbation are effective in dissecting biological processes in some circumstances,

such as microRNA prediction (Grad et al., 2003), gene identification by homology

search (Berset et al., 2001; Chen and Greenwald, 2004), and cis-regulatory sequence
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Fig. 7 Model for the crosstalk between LIN-3/LET-23 (ligand/receptor tyrosine kinase) signaling and

LIN-12/Notch signaling in specification of vulval cell fate. Through LET-23/EGFR receptor, the graded

inductive signal, LIN-3/EGF, secreted from the anchor cell (AC) promotes the 1� fate and activates

expression of genes encoding ligands for the LIN-12 receptor in P6.p. Lateral signaling mediated by

these ligands via LIN-12 promotes gene expression specific for the 2� fate in P5.p and P7.p, including lst
(lateral signal target) genes. The lst genes that encode inhibitors of the LIN-3 signaling pathway antag-

onize the 1�-fate inductive effects of LIN-3 on P5.p and P7.p. (For color version of this figure, the reader is
referred to the web version of this book.)
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prediction (Budovskaya et al., 2008; Hwang et al., 2007; Yoo et al., 2004). An

excellent example showing the power of this approach was a study on LIN-12/

Notch signaling in vulval development in C. elegans (Yoo et al., 2004) (Fig. 7).

Vulval patterning is precisely regulated through crosstalk between two pathways: the

RTK/Ras/MAPK pathway mediated by LIN-3/LET-23 (ligand/receptor tyrosine

kinase) and the Notch signaling pathway mediated by LIN-12 (a Notch-like recep-

tor). C. elegans has six vulval precursor cells (VPCs) named consecutively P3.p to

P8.p that adopt one of the three cell fates: primary fate (1�), secondary fate (2�),
or tertiary fate (3�). Only the descendants of the 1� and 2� cells form the vulva.

In wild-type animals, P6.p adopts the 1� fate, whereas P5.p and P7.p adopt the 2�

fate. The LIN-12/Notch signaling pathway signals through a proteolytically freed

intracellular fragment of LIN-12 receptor complexed with the transcription
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factor LAG-1. To identify transcriptional target genes of LIN-12/Notch that antag-

onizes LIN-3/LET-23 signaling, Yoo et al. (2004) utilized computational programs

to determine genes whose promoter regions contain clusters of the binding sites for

LAG-1. One hundred sixty three genes were identified, two of which were previously

reported to, respectively, antagonize or interact with the LIN-3/LET-23 signaling

pathway during vulval development. By comparing the 50 regulatory regions of these
two genes, they deduced two additional motifs that they postulated conferred tissue

specificity of the 2� fated vulval cells. Through searching for genomic regions

containing these motifs in the vicinity of the LAG-1 binding site clusters, they

identified 10 candidate LIN-12 target genes that might act to antagonize LIN-3/

LET-23 signaling in the 2� vulval cells. Of these 10 genes, five were experimentally

verified as novel negative regulators of LIN-3/LET-23 signaling as the depletion of

their activity using RNAi resulted in the increased activity of the LIN-3/LET-23

pathway in the 2� vulval cells. Importantly, in no case did elimination of activity of

any of these genes individually disrupt 2� fate specification, suggesting that they

function redundantly to inhibit LIN-3/LET-23 activity in the vulval cells. This work

powerfully underscores the usefulness of functional genomic approaches, such as

bioinformatic analysis, in identifying gene regulatory networks and in circumvent-

ing genetic functional redundancy.
C. Using Systems Biology Approaches to Identify Components of Pathways
Systems biology approaches biological questions from the holistic and system-

wide perspective rather than by a reductionist’s gene-by-gene method. Though

sometimes confusing in its definition, systems biology is emerging as an important

approach for identifying and understanding gene networks in biology. All of the

previously discussed genomic approaches are tools utilized in systems biology.

These functional genomic approaches produce a large number of heterogeneous

datasets on a genome-wide scale, such as gene expression data (transcriptome),

protein–protein interaction data (interactome), and RNAi phenotypic data (phe-

nome). Computational integration and systematic analysis of these datasets can

reveal meaningful correlations that point to functionally associated components

and lead to the generation of testable models that may assemble a more comprehen-

sive picture of how gene regulatory networks control a particular biological process.

Evidence of correlations between any two types of datasets – transcriptome,

interactome, and phenome – obtained from studies in yeast and worm has suggested

that interacting genes appear to share similar expression, protein–protein interac-

tion, and phenotypic profiles (Boulton et al., 2002; Ge et al., 2003; Jansen et al.,

2002; Jeong et al., 2001; Kamath et al., 2003; Li et al., 2004; Oltvai and Barabasi,

2002; Piano et al., 2002; Walhout et al., 2002). Correlations across all these three

types of data have been utilized to study and model the mechanisms underlying early

embryogenesis in C. elegans (Gunsalus et al., 2005). By integrating coexpression,

protein–protein interaction, and phenotypic similarity datasets, Gunsalus et al.

(2005) generated a network of 661 genes involved in early embryogenesis, including
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the ribosome, proteasome, anaphase-promoting complex, and COPI coatomer, as

well as complexes involved in translation initiation, nucleocytoplasmic transport,

and cell polarity. They validated their predictions by testing localization of ten

function-unknown genes that were predicted to associate with these ‘‘molecular

machines’’. Their results suggest that early embryogenesis in C. elegans is regulated

by the coordination of a limited set of molecular machines, and provided hundreds of

new putative molecular components of these machines.

Integration of functional genomic datasets can also be used across species aswell as

within. Because of functional conservation of orthologous genes and their genetic

interactions, integration of disparate datasets from multiple organisms can provide

stronger predictability for genetic interactions. An example illustrating the strength of

this strategy comes from a study aimed at acquiring a global view of genetic interac-

tions in C. elegans (Zhong and Sternberg, 2006). Zhong and Sternberg used a prob-

ability-based scoring system to integrate different datasets (interactome data, gene

expression data, phenotype data, and functional annotation data curated from the

literature) across three organisms (S. cerevisiae, C. elegans, D. melanogaster). They

then generated a genetic interaction network consisting of 2254 genes and 18,183

predicted interactions with probability values for interactions. As a part of their

experimental validation, they chose to verify the predicted interactions for two genes

that have been the subjects of a number of genetic screens, let-60, a worm Ras gene,

which plays a critical role in vulval induction, and itr-1, a worm 1,4,5-trisphosphate

(IP3) receptor gene, which regulates pharyngeal pumping. As individual disruption of

most of putative interacting genes caused no phenotype, double genetic perturbation

was used for interaction validation. These genes were depleted by RNAi one at a time

in the let-60 or itr-1 mutant backgrounds. Resulting enhancement or suppression of

the phenotypic defects caused by the let-60 or itr-1 mutation indicated that interac-

tions took place. Twelve of 49 predicted genes were confirmed to interact with let-60,

and two of six genes for itr-1. Importantly, these 14 verified genes were novel

modifiers that appeared to be missed in conventional screens, once again highlighting

the ability of functional genomic/systems approaches in effectively identifying new

genes and in particular functionally redundant genes or weak modifiers.
III. Ordering Genes into Pathways
Historically, the ordering of genes into pathways in C. eleganswas accomplished

through genetic analysis [see review by Huang and Sternberg (1995)] with an

emphasis on arranging linear genetic pathways controlling developmental processes.

One realization over the past decade is that most pathways controlling biological

processes are not simply linear, but rather are highly regulated, buffered with

redundancy, and often branchedwithmultiple feedback or feedforwardmechanisms.

Modern pathway analysis involves the combination of genetic, biochemical, cell

biological, and functional genomic approaches. We outline here how these diverse

strategies are used to order genes into pathways that control biological processes.
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A. Determining Whether Two Genes Function in the Same Pathway
Following the recovery of mutations based upon the strategies discussed above,

great effort should be put to carefully characterize the phenotypes and genetic nature

of mutations (i.e., null, hypomorphic, or hypermorphic). This information is essen-

tial for genetic interaction analysis in which the defects of double mutants are

compared to those of single mutants, allowing one to determine whether mutated

genes act in the same or distinct pathways that regulate a particular biological

process. It is particularly important for this analysis to use null alleles or a null allele

and a strong-loss-of-function allele with no activity in the assayed biological process

for double mutant construction. Double mutants with a phenotypic severity similar

to that of themore severe singlemutant suggest that the twogeneswork together or in

series within the same pathway (Fig. 8i). Lacking a genetic interaction, the pheno-

type of the doublemutant would be expected to be equal to the additive defects of the

single mutants (Fig. 8ii). Double mutants displaying a more severe phenotype than

the expected combined loss of each indicate a synergistic (or synthetic) interaction

(Fig. 8iii) (Boone et al., 2007; Guarente, 1993;Mani et al., 2008). The assumption in

this case is that the two genes likely act in parallel pathways that converge on a

common function or activity. These interpretations do not apply for genetic inter-

actions between two hypomorphic alleles. Because of their residual activity, the

linearity of the pathwaywhere they reside is not completely interrupted, any scenario

above can be caused by two hypomorphic alleles that either function in the same

pathway or the distinct pathways. Other functional information is often needed to
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Fig. 8 Implications of genetic interaction between two null alleles or a null allele and a strong-loss-of-

function allele with no activity in the assayed biological process. To determinewhether two alleles (A and

B) function in the same pathway, the double mutant (AB) homozygous for both alleles is constructed.

Comparing the severity of this double mutant with that of single mutants can provide insight into their

functional relationship. (i) If the phenotypic severity of the double mutant is similar to that of the single

mutant with the more severe phenotype, it implicates that the two genes act in the same pathway; (ii) if

the phenotypic severity of the double mutant is the sum of that of the single mutants, it implicates that

these two genes have no genetic interaction; (iii) if the phenotypic severity of the double mutant is more

than the sum of that of the single mutants, it indicates that the two genes act in parallel pathways that

converge on a common function. (For color version of this figure, the reader is referred to the web version

of this book.)
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reveal the genetic relationship of two hypomorphic alleles. For genes that act in the

same pathway, determining their genetic hierarchy often requires comprehensive

analysis of the genetic, cell biological, and biochemical information about how

genes and their products interact. There are no universal rules to integrate all of this

information for ordering genes into biological pathways. Indeed, many strategies

that successfully revealed the order of genes are highly context-specific. Below, we

discuss several examples as case studies for developing approaches to order genes

that regulate a biological process.
B. Genetic Ordering of Pathways

1. Epistatic Analysis for Gene Ordering
As some components in a genetic pathway may play positive regulatory roles and

others play negative roles, it is common that genes in the same pathway exhibit the

opposite phenotypes when mutated. Epistatic analysis is a powerful way to order

these components into a signaling hierarchy. The term ‘‘epistatic’’ was first coined in

1909 by Bateson to describe a masking effect in which an allele at one locus prevents

the allele at another locus from exhibiting its phenotypes (Bateson, 1909; Cordell,

2002). Similarly, epistasis defined by molecular geneticists refers to a genetic

situation in which the phenotype of a mutation in one gene is masked by the

phenotype of the mutation in the other (Avery and Wasserman, 1992). This defini-

tion views a phenotype as a qualitative trait; so it is also termed ‘‘compositional

epistasis’’ to set it apart from ‘‘statistical epistasis’’ used by population geneticists for

quantitative differences of allele-specific effects in a population (Phillips, 2008).

Compositional epistatic analysis is particularly suitable for ordering genes whose

mutations cause opposite phenotypes. It has been used in C. elegans to successfully

construct pathways in various developmental processes such as the development of

the vulva (Sternberg and Horvitz, 1989), sex determination (Goodwin and Ellis,

2002), and dauer formation (Thomas et al., 1993). To perform epistatic analysis,

double mutants carrying two mutations giving opposite phenotypes are constructed.

The mutant phenotype that the double mutant adopts indicates the gene that is

epistatic (downstream of) to the other. Two assumptions should be met prior to

epistatic analysis. First, the two genes analyzed should be involved in the same

pathway. Second, the opposite defective phenotypes should be direct opposite states

of a genetic event assayed. For example, in vulval development, there are six VPCs.

Normally, only three of these six VPCs give rise to progeny that form the vulva. A

mutation in lin-1, encoding a transcription factor, causes more than three VPCs to

adopt vulval fates, which produces theMuv phenotype. Conversely, mutations in lin-

3, encoding an inductive cue for vulval formation, cause a reduction in vulval

induction, which can lead to the Vulvaless (Vul) phenotype. These opposite pheno-

types, Muv and Vul, are two opposite states in the same vulval induction pathway.

Thus, epistatic analysis is applicable for ordering these two genes. As the lin-1;lin-3

double mutant displays a Muv phenotype, lin-1 is epistatic (downstream) of lin-3.
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Moreover, since the LIN-3 protein is normally required for VPCs to adopt vulval

fates and the LIN-1 protein inhibits the adoption of vulval fates of VPCs, the

interactive relationship between them can be inferred as LIN-3 negatively regulates

LIN-1 (see Fig. 1).

In cases where mutations involved in a common pathway display the same phe-

notype, epistatic analysis is not possible. However, some genes may have both gf and

lf alleles that display the opposite phenotypes. Such gain-of-function alleles have

proven to be very useful in deducing genetic hierarchies. The gf alleles can be either

mutagen-induced or artificially engineered. One example using an artificially engi-

neered transgene was a study examining the role of netrin signaling in axon out-

growth. A lf mutation in unc-40, encoding a netrin receptor, causes defects in axon

guidance. Several lfmutations in genes involved in actin cytoskeleton regulation also

display similar defective phenotypes. To order these genes into the unc-40 pathway,

Gitai et al. (2003) generated an artificial gf allele of unc-40 by overexpressing and

targeting the UNC-40 intracellular domain to the plasma membrane of the neuron.

The engineered transgenic strain displays excessive axon outgrowth. Through epi-

static analysis of the double mutants of this artificial unc-40 gf allele and the other

actin-regulating mutants, they found that these actin-regulating genes are epistatic to

unc-40 because the mutations in these actin-regulating genes suppress the excessive

axon outgrowth of the unc-40 gf allele. Further, these genes were found to form two

bifurcated pathways downstream of unc-40 as pairwise combinations of these muta-

tions showed synergistic suppression of the unc-40 gf phenotype.
2. Consideration Regarding Mutants Used for Epistatic Analysis and Limitations

of Epistatic Analysis
It is important to use null mutants or hypomorphic alleles with no activity in the

biological process being analyzed for epistatic analysis. An appropriate choice of

mutants (null or hypomorphic) based on their dosage effects is critical for success-

ful epistatic analysis. Using any mutants with residual activity may lead to a

misinterpretation of the results of epistatic analysis, particularly in cases where

one tests a gene with a hypomorphic allele that acts downstream of a gene with a

null allele. Because the phenotype of the double mutants of these two alleles will be

similar to that of the null allele, it will lead to an inaccurate conclusion that the gene

with the null allele is epistatic to (downstream of) the gene with the hypomorphic

allele (Fig. 9).

An assumption of epistatic analysis is that the genes being ordered function in a

linear genetic pathway. However, many pathways regulating biological processes

have more complicated topological structures. They are nonlinear and often contain

feedback/feedforward loops or autoregulatory elements. Moreover, the genetic hier-

archy between the same components is sometimes context-dependent and can

change spatially or temporally. Such a complexity limits the applicable scope of

epistatic analysis. Fortunately, other tools are also available toC. elegans researchers

to complement epistatic analysis in constructing gene regulatory pathways.
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Fig. 9 Consideration regarding alleles used for epistatic analysis (i) Normally, gene B negatively

regulates a functional state (illustrated as a bulb with light), causing the inactivation of this state

(illustrated as a bulb without light). Gene A, however, acts upstream of gene B in this pathway and

negatively regulates it, thereby maintaining the functional state. (ii) Complete loss of gene B activity

abolishes its negative regulatory effects on the functional state (‘‘light on’’). In contrast, complete loss of

gene A activity removes its negative regulation on gene B, releasing gene B inhibitory effects on the

functional state, therefore inactivating the functional state (‘‘no light’’). The single mutants of gene B

and A display the opposite phenotypes, which makes epistasis analysis applicable for organizing genes

B and A. (iii) When one performs epistasis analysis using the null allele of gene A and the hypomorphic

allele for gene B, the constructed double mutant might inactivate the functional state as the hypomorphic

allele of gene B preserves some residual inhibitory activity. Thus, the possible phenotype of this double

mutant (‘‘no light’’) would be similar to that of the single null of gene A (‘‘no light’’), leading to a

misinterpretation that geneA is epistatic to (downstream of) gene B. Using null alleles of both genesA and

B, however, reveals the correct epistatic relationship of gene B downstream of gene A. (For color version

of this figure, the reader is referred to the web version of this book.)
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C. Properties of Gene Products for Gene Ordering
The properties of proteins, including conserved function of their homologs/ortho-

logs, site of action, and cellular/subcellular localization, are also useful for ordering

genes into pathways. Comparative genomic analysis based on sequence homology and

conservation across species can be used to deduce the potential functions of genes

identified from screens. This information can provide clues for gene ordering. For

example, in the case of two genes with the same phenotype when mutated, if a gene A

is predicted to encode a potential transmembrane receptor and gene B encodes a

potential cytoplasmic signaling transducer, this suggests that gene A likely acts

upstream of gene B in a pathway, a hypothesis that can be further tested with cell

biological analysis. If this hierarchical relationship between genes A and B is also

conserved in other species, it wouldmake this conclusionmore solid. A good example
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of this approach is previous work with the TGF-b signaling pathway in C. elegans.

TGF-b signaling is involved in diverse developmental processes. Amutation in daf-4,

encoding a receptor for TGF-b superfamily ligands, results in small body size and

morphological defects in C. elegans male tails. These phenotypes are identical to

those of sma-2, sma-3, and sma-4mutants, which initially suggested that these genes

were likely involved in the same biological process. To determine the hierarchical

relationship between daf-4 and sma-2, sma-3 and sma-4, Savage et al. (1996) cloned

and sequenced sma-2, sma-3, and sma-4, and found that they encode related proteins

homologous to a Drosophila TGF-b signaling component, Mad, suggesting that the

three genes might be also required for TGF-b signaling inC. elegans. This notion was

supported by the ensuing genetic analysis revealing that the sites of action of daf-4 and

sma-2were in the same cell. The protein sequences of sma-2, sma-3, and sma-4 further

suggested a cytoplasmic or nuclear localization as no motifs were found to specify

extracellular or transmembrane localization. Two possibilities for function arose:

(1) sma-2, sma-3, and sma-4 might function as cytoplasmic targets downstream of

daf-4/TGF-b signaling, or (2) sma-2, sma-3, and sma-4might act upstream of daf-4 by

regulating daf-4 expression. The latter possibility was ruled out by showing that

functional daf-4 driven by a heat-shock promoter failed to rescue the defects of

sma-2, sma-3, and sma-4 mutants. They then concluded that SMA-2, SMA-3, and

SMA-4 acted downstream of DAF-4, which was confirmed by later studies showing

that SMA-2, SMA-3, and SMA-4 form heterotrimers for propagation of TGF-b
signaling (Savage-Dunn et al., 2000; Wu et al., 2001).
D. Localization Dependency of Gene Products for Gene Ordering
The function of a protein often relies on its precise cellular and subcellular

localization. In cases where this localization is tightly regulated, mutations in the

corresponding genes that genetically interact with these components may alter

protein localization. Therefore, examining localization patterns of a gene product

in different mutant backgrounds may provide useful information regarding the

relative positions of two genes in a pathway or interacting genetic network. This

strategy is termed as ‘‘molecular epistasis’’ in some studies. However, as it is so

distinct from the definition of ‘‘epistasis’’discussed above, it would be more precise

to term this strategy ‘‘localization dependency’’ to reflect its nature. Our lab

(Hagedorn et al., 2009) utilized this strategy to determine the hierarchical relation-

ship for two genes, ina-1 (encoding an a-integrin) and unc-40 (encoding a receptor

for the netrin ligand), during anchor cell invasion into the vulval epithelium. Both

ina-1 and unc-40 mutants are defective in AC invasion and both disrupt F-actin

localization at the invasive cell membrane. By tracking GFP fusion proteins, we

found that the normal localization pattern of UNC-40 in the AC was disturbed in

wormswhose ina-1 activity is depleted by RNAi. In contrast, the localization pattern

of INA-1 remained normal in unc-40 mutants. Based on this result, we concluded

that INA-1 acts upstream of UNC-40 functionally in regulating F-actin formation in

the AC during AC invasion.
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Another example of how this approach can be used to determine the relationships

of interacting gene networks involves work on the PAR proteins, which play crucial

roles in establishing the anterior–posterior axis of embryos after fertilization

(Munro et al., 2004). The hierarchical relationships between PAR proteins are

highly spatially dependent. The PAR-3 protein is normally polarized in the anterior

of embryos, whereas the PAR-2 protein is enriched in the posterior. In par-2

mutants, PAR-3 is mislocalized to the posterior, which suggests that PAR-2

excludes PAR-3 from the posterior. This indicates that par-2may function upstream

of par-3 in the posterior. Conversely, in the anterior of the embryo, par-3 is

upstream of par-2 because in par-3 mutants PAR-2 is aberrantly accumulated in

the anterior. In cases like cell polarity, careful localization dependency analysis is

crucial in resolving the dynamic relationship between gene products in controlling

a biological process.
E. Gene Expression Dependency for Gene Ordering
Many pathways and networks that control developmental events, such as cell-fate

specification (Chang et al., 2004), aging (Lin et al., 2001), and developmental

timing regulation (Lee et al., 1993; Reinhart et al., 2000), often involve transcrip-

tion factors and/or components subject to post-transcriptional regulation. In these

pathways and networks, interactions between two components are sometimes man-

ifested by one component regulating expression of another. The hierarchical rela-

tionship among these components can be determined by their gene expression

dependency. To determine this dependency expression of a full-length GFP reporter

transgene carrying one gene (gene A) under control of its endogenous promoter is

often examined in the mutant background of the other (gene B). In the case where

expression of gene A is reduced in themutant background of gene B, it suggests that

gene B likely acts upstream of gene A as a positive regulator. For example, using

this strategy, Johnston and Hobert (2003) placed a microRNA gene, lsy-6, into a

transcriptional cascade of three homeobox transcription factors (ceh-36, lim-6, and

cog-1) that regulate left–right functional asymmetrical expression of a guanyl

cyclase (gcy) chemoreceptor gene, gcy-5, in ASE left (ASEL) neuron, but not in

ASE right (ASER) neuron (Chang et al., 2003) (Fig. 10). To order lsy-6 into this

regulatory hierarchy, they analyzed the expression of the transcription factors

ceh-36, lim-6, and cog-1 in a lsy-6 mutant background. Expression of ceh-36 gene

was unaffected, but expression of the normally left-expressed lim-6 gene was lost,

suggesting that lsy-6 acted upstream of lim-6 in ASEL. Conversely, expression of

cog-1, a negative regulator of lim-6, was upregulated in ASEL, indicating that lsy-6

acted upstream of cog-1 as a negative regulator. Consistent with this notion, the

removal of cog-1 activity in a lsy-6 mutant background resulted in upregulation of

lim-6 expression, suggesting that lsy-6 acts through cog-1 to regulate lim-6

expression.



[(Fig._0)TD$FIG]

Fig. 10 Schematic diagramof the genetic pathway leading togcy-5 expression inASERneuron.Despite

bilaterally morphological symmetry, the ASEL and AESR neurons display distinct chemosensory capac-

ities that correlatewith the left–right asymmetric expression of three putative sensory receptor genes, gcy-5,

expressed only in ASER, and gcy-6 and gcy-7 (not shown here) expressed only in ASEL (Chang et al.,

2003).A cascade consisting of amicroRNA and several transcription factors act sequentially to restrict gcy-

5 gene expression to the ASER: a microRNA encoded by lsy-6 gene, the homeobox transcription factors

cog-1, ceh-36, and lim-6, and the transcriptional cofactors unc-37/Groucho and lin-49. InASEL andASER,

a tightly balanced antagonistic effect between a repressor (COG-1/UNC-37) and a putative activator (CEH-

36/LIN-49) complex regulates expression of lim-6 (Chang et al., 2003). In ASEL, lsy-6 acts by targeting a

complementary site in the cog-1 3’ UTR to repress cog-1 expression. CEH-36/LIN-49 then induces

expression of lim-6, which subsequently represses expression of gcy-5. Thus, ASEL normally does not

express gcy-5. In ASER, lsy-6 is not expressed. The raised activity of COG-1/UNC-37 represses expression

of lim-6 by overcoming CEH-36/LIN-49-mediated induction of lim-6 expression. Consequently, LIM-6-

mediated repression of gcy-5 expression is released, which leads to the differential expression of gcy-5 in

ASEL and ASER. More details about this pathway can be found elsewhere (Hobert, 2006). (For color

version of this figure, the reader is referred to the web version of this book.)
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F. Functional Genomic Approaches for Gene Ordering
The functional genomic approaches discussed above are not only effective in

identifying genes that regulate a particular biological process, but also useful in

ordering these genes, because some functional genomic approaches by their nature

reveal the hierarchical relationships between components of pathways. For example,

in Section II.B.2., Budovskaya et al. (2008) bioinformatically searched for transcrip-

tion factors that act upstream to control expression of several hundred genes that were

found to share similar age-regulated expression changes identified by their DNA

microarray analysis. In this study, the direction of the searching strategy was from

the age-regulated target genes (downstream) to transcription factors (upstream). Once
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the transcription factor ELT-3was found and its transcriptional regulation on the target

genes was experimentally verified, the hierarchical relationship between them was

evident. Conversely, in Section II.B.4., Yoo et al. (2004) searched for downstream

target genes of the known transcription factor LAG-1, and identified and placed five

novel targets genes into the LIN-12/Notch signaling pathway.
IV. Future Outlook
C. elegans is a powerful model organism to decode the cellular and molecular

mechanisms underlying avariety of biological processes. Looking into the future, we

anticipate forward genetic screens to continue to be an important approach for gene

identification. More sophisticated genetic screens, such as enhancer screens on

genetic backgrounds with tissue-specific gene perturbations, are expected to be

carried out to cope with genetic lethality and substantial redundancy. Emerging

cytometry-based automated screening techniques and whole genome sequencing

for pinpointing mutation lesions will simplify mutant isolation and identification,

allowing a more exhaustive and effective interrogation of genetic pathways involved

in many biological processes. Technological advances in functional genomics and

systems biology are revolutionizing C. elegans studies by providing diverse

approaches to complement classic genetic screens to dissect genetic pathways/net-

works at unprecedented scales. Given the wealth of this functional data, we antic-

ipate that strategies involving traditional genetics, cell biology, biochemistry, and

functional genomics, will be further refined to effectively construct genetic path-

ways. The development of new technologies coupled with the established powerful

traits of the C. elegans model system ensures that this organism will continue to

serve an important role at the forefront of biological discovery.
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Abstract
The ability to manipulate the genome of organisms at will is perhaps the single

most useful ability for the study of biological systems. Techniques for the generation

of transgenics in the nematode Caenorhabditis elegans became available in the late

1980s. Since then, improvements to the original approach have beenmade to address

specific limitations with transgene expression, expand on the repertoire of the types

of biological information that transgenes can provide, and begin to develop methods

to target transgenes to defined chromosomal locations. Many recent, detailed
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protocols have been published, and hence in this chapter, we will review various

approaches to making C. elegans transgenics, discuss their applications, and con-

sider their relative advantages and disadvantages. Comments will also be made on

anticipated future developments and on the application of these methods to other

nematodes.
I. Introduction
Following the generation and characterization of chromosomal mutations

(Brenner, 1974), the ability to generate transgenic lines in C. elegans (Fire, 1986;

Mello et al., 1991; Stinchcomb et al., 1985) opened the system for the rapid genetic

characterization of many diverse biological phenomena. The assembly of the

genome sequence (C. elegans sequencing consortium, 1998) accelerated the rate

of gene identification because candidate genes could be identified by first correlat-

ing the genetic and physical maps and then transforming easily obtained subclones of

the genome into mutants to look for complementation rescue. The advent of green

fluorescent protein (GFP) as a reporter seemed destined for this system, as

C. elegans animals are essentially transparent at all life stages and exhibit little

autofluorescence (Chalfie et al., 1994). The discovery of RNA-mediated interfer-

ence (RNAi) (Fire et al., 1998) expanded further on this set of tools, and the vast

majority of work published in the C. elegans field uses a combination of all three

approaches: genetics, transgenes, and RNAi.

Early approaches for transgenesis inC. elegans involvedmicroinjecting DNA into

either the hermaphrodite gonad or into unfertilized oocytes for the generation of

transgenic animals (Fire, 1986; Mello et al., 1991). In contrast with other systems,

C. elegans embryos are not used for injection, because it is technically much more

challenging and less efficient than gonadal injection, which typically produces many

transformed F1 animals per hermaphrodite. Unlike other systems in which trans-

genic DNA is generally integrated into chromosomal DNA in single copy (Ringrose,

2009; Ziemienowicz, 2010), C. elegans transgenes obtained following microinjec-

tion assemble into multicopy extrachromosomal arrays that are transmitted to prog-

eny at 5–95% fidelity (Mello and Fire, 1995).While an extrachromosomal transgene

is sufficient or even required for many purposes, arrays can be made to integrate

following treatment of a transgene strain with ionizing radiation or chemical muta-

genesis (see Evans, 2006).

The ease of producing transgenics in C. elegans, and the general reliability of

transgene-expression patterns, have permitted rapid characterization of gene expres-

sion and often function without the use of in situ hybridization or antibodies (Fig. 1).

To a first approximation, genes in arrays are expressed similarly to endogenous

genes, although the relative expression may be increased due to a higher gene dosage

or reduced due to silencing of repetitive sequences (Fire and Waterston, 1989; Kelly

et al., 1997; MacMorris et al., 1994; Okkema et al., 1993; Stinchcomb et al., 1985).

For many years it was observed that promoters normally active in the germ line fail to
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function when present in transgene arrays, whether they are integrated or extrachro-

mosomal. The inclusion of complex DNA in the injection mixtures was found to

overcome this problem (Kelly et al., 1997), although such transgene strains require

careful maintenance to avoid silencing. Microparticle bombardment, a technique

used for many years to make transgenic plant cells (Sanford, 1989), was found to
[(Fig._1)TD$FIG]

Fig. 1 Basic strategies for marking transgenics and delivering DNA to C. elegans. (A) Transgenic

animals can be marked by an induced gain-of-function phenotype in a wild-type background, such as by

the presence of the rol-6D allele in the transgene array, or through rescue of a mutant to a wild-type

phenotype, as with rescue of unc-119 mutants (B). (C) Delivery of transgenes is achieved primarily by

microinjection, but also bymicroparticle bombardment and amodification of injection,Mos Single Copy

Insertion (MosSCI). Each approach produces a different spectrum of extrachromosomal and/or integrated

transgene types. Higher copy number arrays (generated by strategies in A and B) give higher transgene

expression, but can undergo silencing (particularly for maternally expressed genes), while lower copy

number transgenes (generated by strategies in C) show weaker expression that is less prone to silencing.
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be capable of generating transgenes inC. elegans, some of which integrate randomly

into the genome at low or even single copy (Praitis et al., 2001). These types of

transgenes generally overcome the limitations of high-copy arrays and are able to

express more efficiently in the germ line.

What has lagged behind in the C. elegans field is a robust method for single-copy

gene insertions and targeted chromosomal modifications. Such modifications

would, by their nature, permit expression of maternal and zygotic genes under the

control of endogenous regulatory elements and allow generation of custom-made

alleles.

Two general methods to generate homologous recombinants, both of which

depend on either microinjection or microparticle bombardment to generate trans-

genic lines, have been developed in the last few years (Fig. 1C). One approach takes

advantage of the excision of a transposable element to create a double-stranded (ds)

break in DNA, which can be used to promote gene conversion or direct insertion of

transgenic sequences directly into the chromosome (Frokjaer-Jensen et al., 2008;

Plasterk and Groenen, 1992; Robert et al., 2009). Genomewide screens that have

produced thousands of Tc1 and Mos1 transposon insertion lines have significantly

increased the applicability of this approach (Bazopoulou and Tavernarakis, 2009;

Boulin and Bessereau, 2007; Duverger et al., 2007; Williams et al., 2005). In a

second approach, scaled-up methods for microparticle bombardment have been

used to produce integrations targeted at the endogenous locus (Berezikov et al.,

2004) and recent work using a positive- and negative-selection strategy promises to

dramatically improve the efficiency of this process (Vazquez-Manrique et al.,

2010).

Comprehensive protocols for generating transgenics bymicroinjection andmicro-

particle bombardment are available online, in the WormMethods section of

WormBook and in a variety of other excellent published sources (Evans, 2006;

Green et al., 2008; Hope, 1999; Kadandale et al., 2009; Mello and Fire, 1995;

Praitis, 2006; Praitis et al., 2001; Rieckher et al., 2009). What follows are brief

descriptions of the uses of transgenes in C. elegans research, general considerations

for constructing transgenes and delivering them to C. elegans, an assessment of

methods in other nematodes, and a brief discussion of what future developments may

lie ahead.
II. Uses for Transgenes in C. elegans

A. Analysis of Gene Expression
The most frequent use of transgenes in C. elegans is for the assessment of

endogenous gene-expression patterns of protein-coding genes. The simplest

approach for making a transcriptional reporter is to clone the 50 regulatory sequence
from a gene of interest, fuse it to a reporter genewhose activity can be easily assayed,

and include a 30UTR, usually that of the unc-54 gene (Fire et al., 1990). Because of
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the transparency of the animal at all life stages, the reporter of choice is GFP or other

fluorescent proteins such as the GFP variants YFP and CFP (Miller et al., 1999), or

the red fluorescent proteins dsRed and its faster-folding, monomeric variant,

mCherry (Shaner et al., 2004).

The most important consideration in constructing a transcriptional reporter is the

amount of predicted regulatory sequence to include, as this will be the primary

determinant of transcriptional regulation of most genes. Because the genome

sequence of C. elegans is completely known, researchers can examine the physical

map around an uncharacterized gene onWormBase and select as large a region as is

practical, typically some 3–10 kbp or to the next upstream gene (Dupuy et al., 2004b;

Mounsey et al., 1999). Comparison of noncoding sequences in orthologous genes

across sequenced genomes has also been helpful in identifying key regulatory

elements (Elemento and Tavazoie, 2005; Kuntz et al., 2008). If it is found that the

nearest upstream gene is a very short distance (100–400 bp) from the start of the gene

of interest, it is possible that the two genes are in an operon (Zorio et al., 1994), in

which case the promoter sequences will lie upstream of the most 50 transcript.
Regulatory sequences can also be found in introns, so transcriptional fusions may

need to include these sequences (Okkema et al., 1993). Common methods of con-

structing reporters will be described later.

To aid in determining the timing and tissue- or cell-specificity of gene expression,

it is useful to include sequences that direct the transgene product to the nucleus. Both

the SV40 nuclear-localization signal (NLS) and the coding sequence for a histone

have been used to concentrate signals in nuclei to facilitate cell identification (Fire

et al., 1990; Strome et al., 2001). The histone tags have the advantage that they stay

with chromosomes during mitosis. When combined with other transgenic lines for

which expression patterns are well characterized, a precise cell-expression pattern

can be determined. The advent of new software combined with four-dimensional

imaging using confocal microscopy has made this type of analysis technically

simpler and more sophisticated (Murray et al., 2008).
B. Analysis of Protein Localization
Where the subcellular localization of a protein is being studied, the transgene can

be engineered to carry most (or all) of the coding region for the gene of interest,

tagged to a reporter construct (Fig. 2). To be assured that function of the protein is not

affected by the reporter (Prasher et al., 1992), it is wise to design constructswhere the

tag is inserted in different positions in the coding sequence. To ensure that the

construct is functioning like the endogenous protein, the transgene should be assayed

for its ability to rescue the mutant phenotype, if a mutant is available, or for the

anticipated behavior following ectopic overexpression.

Finally, because of the possibility that the 30UTR of a genemight be under control

of a micro-RNA (miRNA), inclusion of the gene’s native 30UTRmay be required for

the construct to reflect the expression of endogenous protein. Predictions ofmiRNA
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Fig. 2 Schematic showing examples of different types of transgenes (not meant to be exhaustive).
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binding sites (Lall et al., 2006) found in WormBase may be informative as to

whether or not consideration should be given to possible post-transcriptional reg-

ulation in the design of a reporter fusion.Where it is desired to test only the effect of

a 30UTR on gene regulation, sensor transgenes carrying the particular 30UTR can be

tested for responsiveness to miRNA regulation (Wightman et al., 1993). Expression

patterns of miRNA genes can be determined with reporter fusions to GFP by using

sequences upstream of the mature miRNA as regulatory element (Hayes et al.,

2006).

Researchers wishing to know whether the expression of a gene has been studied

should first check WormBase (Table I), where expression patterns carried out by

gene-specific or genomewide expression studies (Hunt-Newbury et al., 2007) are

available. Information on WormBase is often not completely up-to-date and so a

literature search should always be performed at the same time. It should be antic-

ipated that a documented expression patternmight not have considered the particular

stage, tissue, or condition that is of interest. Hence, the investigator may simply wish

to obtain a previously constructed reporter strain, at least for comparison purposes,

from either the authors that produced them or from the Caenorhabditis Genetics

Center (CGC) at the University of Minnesota (Table II). Additional expression

information may exist in the form of in situ hybridization data published by the

Kohara laboratory in Japan (Kohara, 2001), which is accessible in the Nematode

Expression Pattern Database (Table I).



Table I
Internet links (current as of May, 2011)

Website Web host Method/notes

http://www.wormbase.org WormBase Contains information about C. elegans

genes, including sequences

http://wiki.wormbase.org/index.php/

Cosmids/YACs

WormBase Information about obtaining C. elegans

clones

http://www.wormbook.org/chapters/

www_transformationmicroinjection/

transformationmicroinjection.html

WormBook – WormMethods C. elegans microinjection.

Excellent step-by-step instructions on

microinjection and microparticle

bombardment procedures

http://www.wormbook.org/chapters/

www_reportergenefusions/

reportergenefusions.html

WormBook – WormMethods An excellent description of techniques to

generate reporter gene fusions

http://www.wormbook.org/chapters/

www_transgenic/transgenic.html

WormBook – WormMethods Considerations for generation of transgenes

that express in the germ line

http://worfdb.dfci.harvard.edu/ ORFeome Source of C. elegans ORFs

http://www.geneservice.co.uk/products/

clones/Celegans_Prom.jsp

Promoterome The library contains 6000 predicted

promoters, available from Source

Bioscience

http://wormbase.org/db/searches/

expr_search

WormBase Expression pattern search tool. Can be used

to identify promoters active in particular

cells or tissues

http://nematode.lab.nig.ac.jp/db2/index.

php

Nematode Expression Pattern

Database (NEXTDB)

Contains in situ expression patterns for a

large number of genes

http://www.cbs.umn.edu/CGC/ Caenorhabditis Genetics Center

at University of Minnesota

Source for many of the strains used in

transgenesis experiments

http://sites.google.com/site/

jorgensenmossci/Home

Jorgensen Lab, Utah Mos Single Copy Insertion (MosSCI).

Detailed protocol on plasmid

construction and screening methods

http://www.addgene.org Addgene Source for many of the plasmids described

here, including for MosSCI

http://www.faculty.ucr.edu/�mmaduro/

int.html

Maduro Lab, UC Riverside, CA Summary of integration techniques using

gamma rays, chemical mutagenesis, or

UV treatment

http://www.med.yale.edu/mbb/koelle/

protocols/protocol_integrating_array.

html

Koelle Lab, Yale School of

Medicine, New Haven, CT

Step-by-step integration protocol using

gamma rays or X-rays

http://www.addgene.org/pgvec1?

f=c&cmd=showcol&colid=1

Addgene Links to documentation for Fire Lab

plasmids
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C. Rescue of a Chromosomal Mutation
The C. elegans system is powerful primarily because of its genetics. For recessive

mutations, transgenes carrying the wild-type version of a gene should be able to

complement the mutation. For dominant mutations, a transgene carrying the dom-

inant allele should be able to confer a similar phenotype onto an otherwise wild-type

strain. Both of these strategies are used for marking transgenes in transformation

http://www.wormbase.org/
http://wiki.wormbase.org/index.php/Cosmids/YACs
http://wiki.wormbase.org/index.php/Cosmids/YACs
http://www.wormbook.org/chapters/www_transformationmicroinjection/transformationmicroinjection.html
http://www.wormbook.org/chapters/www_transformationmicroinjection/transformationmicroinjection.html
http://www.wormbook.org/chapters/www_transformationmicroinjection/transformationmicroinjection.html
http://www.wormbook.org/chapters/www_reportergenefusions/reportergenefusions.html
http://www.wormbook.org/chapters/www_reportergenefusions/reportergenefusions.html
http://www.wormbook.org/chapters/www_reportergenefusions/reportergenefusions.html
http://www.wormbook.org/chapters/www_transgenic/transgenic.html
http://www.wormbook.org/chapters/www_transgenic/transgenic.html
http://worfdb.dfci.harvard.edu/
http://www.geneservice.co.uk/products/clones/Celegans_Prom.jsp
http://www.geneservice.co.uk/products/clones/Celegans_Prom.jsp
http://wormbase.org/db/searches/expr_search
http://wormbase.org/db/searches/expr_search
http://nematode.lab.nig.ac.jp/db2/index.php
http://nematode.lab.nig.ac.jp/db2/index.php
http://www.cbs.umn.edu/CGC/
http://sites.google.com/site/jorgensenmossci/Home
http://sites.google.com/site/jorgensenmossci/Home
http://www.addgene.org/
http://www.faculty.ucr.edu/~mmaduro/int.html
http://www.faculty.ucr.edu/~mmaduro/int.html
http://www.faculty.ucr.edu/~mmaduro/int.html
http://www.med.yale.edu/mbb/koelle/protocols/protocol_integrating_array.html
http://www.med.yale.edu/mbb/koelle/protocols/protocol_integrating_array.html
http://www.med.yale.edu/mbb/koelle/protocols/protocol_integrating_array.html
http://www.addgene.org/pgvec1?f=c&amp;cmd=showcol&amp;colid=1
http://www.addgene.org/pgvec1?f=c&amp;cmd=showcol&amp;colid=1
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experiments. A discussion of markers commonly used for making transgenic lines is

included below.

In one variant of complementation of a chromosomal mutation, the transgene is

used to rescue an animal with a phenotype resulting from treatment with RNAi. In

this case, the transgene is engineered to have resistance to the RNAi effect. When the

transgene is combined with tissue-specific or altered promoters, this strategy allows

for the assessment of genes that act in multiple tissues or at different stages of

development (Green et al., 2008).

Introduction of transgenic sequences is also useful for functional characterization

of a gene (Fig. 2). For example, a transgenic construct carrying an altered version of a

gene can be assayed to determine if it rescues some or all functions provided by the

wild-type gene product (i.e., a sufficiency assay). Introduction of predicted ortho-

logs or paralogs, under the control of a C. elegans promoter, can determine conser-

vation of functional domains or gene products. Transgenic constructs containing

altered or entirely different regulatory sequences can be used to examine the con-

sequences of ectopic or reduced expression. An altered transgene can be designed to

test the function of a particular splice isoform. The transgenes can also be fused to

sequences that target them to specific subcellular locations or cause them to be

secreted. Several sequences are known that provide subcellular targeting, which

includes nuclear localization (SV40 NLS or histone), membrane targeting, secre-

tion, or mitochondrial import (Fire et al., 1990; Portereiko andMango, 2001; Strome

et al., 2001 and Fire Lab Vector information; Addgene). Each of these strategies

permits the researcher to manipulate gene activity in order to better characterize the

function of a gene of interest.
D. Marking Tissues and Cells for Other Manipulations
The rich variety of existing transgenes allows investigators to mark tissues so that

they are more easily followed for live cell imaging, to characterize the effect of

environmental or genetic manipulation on development of particular cell types or

substructures, or to follow cells in a non-natural context, such as after dissociating

embryonic blastomeres. A large number of well-characterized promoters can be

searched indirectly by expression in particular tissues, stages, or cells on

WormBase. The use of reporters in combinations allows the detection of multiple

expression patterns in the same animal, an analysis that is particularly useful for

determining lineage-specific expression. Reporters of differing absorption/emission

spectra can be used, such as the combination of CFP and YFP, or mCherry with GFP.

With mCherry and GFP using standard TRITC and FITC filter sets, the two reporter

signals show very little overlap. With CFP and YFP, specific filter sets are used to

prevent cross-detection (Miller et al., 1999). Signals in strains expressing all four

fluorescent proteins can be discerned because of the behavior of each fluorescent

protein in each optimal filter set (Table II). This analysis permits both the deeper

understanding of mutant phenotypes and the expression patterns of newly charac-

terized gene products.



Table II
Cross-detection of popular fluorescent reporters in common filter sets

Appearance in filter set

Fluorophore TRITC (Chroma 31002)* YFP (Chroma 41029)* GFP (Omega XF100-2)* CFP (Chroma 31053)*

mCherry Red Faint red Not visible Not visible

dsRed Red Orange Faint orange Not visible

YFP Faint red Green Green Not visible

GFP Not visible Green Green Green

CFP Not visible Not visible Green Cyan

* Specifications of the various filters can be found on the manufacturer’s websites (http://www.chroma.com; http://www.

omegafilters.com).
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E. Disruption of Gene Activity: RNA Interference
Extrachromosomal arrays have been used to generate dsRNA in vivo that can elicit

RNAi. Because of the ability of RNAi to spread among tissues (systemic RNAi),

expression of the RNAi construct does not need to occur throughout the entire

animal. The constructs can consist of separate sense and antisense RNA transgenes,

or constructs expressing a single hairpin (stem-loop) construct (Fig. 2). Expressing

hairpin constructs within neurons has been effective for RNAi knockdown of genes

that might be more difficult to achieve by feeding-based RNAi (Johnson et al., 2005;

Tavernarakis et al., 2000). One difficulty with hairpin constructs is that the DNA

constructs are unstable in E. coli; this limitation may be overcome by using stem-

loops with introns in the loop portion, or the use of E. coli strains that are more

tolerant to such structures (e.g., SURE2 cells; Stratagene).
F. Mosaic Analysis of Gene Function
Researchers often need to test the requirement of a gene within the context of a

subset of its normal expression. This may be done to avoid a requirement for the

function of a gene in an earlier developmental stage, or to test if gene function is cell-

autonomous. Restricted expression of a gene product can be achieved using a variety

of techniques, including creating mosaics through loss of extrachromosomal arrays

carrying a gene of interest or by fusion of the gene of interest to a specific promoter.

A number of other strategies that promise to permit even more sophisticated analysis

of tissue-specific gene expression have also been recently developed (Table III).

The classic approach to making mosaic animals in C. elegans is to use extrachro-

mosomal arrays as surrogate chromosomal free duplications, which experience

mitotic loss within a single animal at a low frequency (0.1 � 10�3 to 5 � 10�3 loss

per cell division) (Hedgecock and Herman, 1995; Lackner et al., 1994; Miller et al.,

1996; Yochem and Herman, 2005). Extrachomosomal arrays have an advantage over

free duplications because the researcher can determine their composition. To

http://www.chroma.com/
http://www.omegafilters.com/
http://www.omegafilters.com/


Table III
Mosaic analysis of gene function

Technique Applications Considerations References

Loss of extrachromosomal

arrays

Permits expression of gene in a

lineage-specific manner.

When introduced into a

mutant background, permits

analysis of lineage-specific

presence or loss of gene

activity

Marker may not always correlate

with gene activity.

Expression levels of gene

altered due to silencing,

overexpression, or

perdurance of gene product.

Lineage analysis can be difficult

and may not be specific

enough to limit expression to

a small number of tissues

Hedgecock and

Herman (1995);

Lackner et al.

(1994); Miller

et al. (1996);

Yochem and

Herman (2005)

Expression of gene under control

of tissue-specific promoters

Permits expression of genes in a

very specific set of tissues,

cells, or developmental

stages

Limited by availability of specific,

well-characterized promoters.

Use of non-native regulatory

elements may produce

inappropriate levels of gene

product.

Requires a new construct for each

gene of interest

Addition of long 30UTR that

alters gene product stability

Permits temperature-sensitive

regulation of gene

expression

Some background gene

expression in the off state.

Requires work in a nonsense-

mediate decay mutant

background

FLP-recombinase gene

activation

Sensitive spatial and temporal

control of gene expression.

Allows for use of endogenous

promoters and other

regulatory elements in gene

of interest.

Creates a set of strains that can be

used with different constructs

Change in gene expression due

to FLP activation is not

reversible.

Time delay associated with FLP

expression and

recombination

Davis et al. (2008);

Voutev and

Hubbard (2008)

Controlled expression of heat-

shock sensitivity

Sensitive spatial and temporal

control of gene expression.

Relatively rapid changes in

gene expression levels.

Creates a set of strains that can

be used with different

constructs.

Need to work in hsf-1(lof)

background.

Use of non-native regulatory

elements may produce

inappropriate levels of gene

product.

Heat-shock response does not

allow for sustained gene

expression

Reconstituting gene activity

from two components

Sensitive spatial and temporal

control of gene expression.

Used for cell-specific labeling

and killing of cells.

Sets of strains can be combined

in different ways

Limited to genes or processes

that can be reconstituted

from two components

Chelur and Chalfie

(2007); Zhang

et al. (2008)

(Continued)
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Table III (Continued)

Technique Applications Considerations References

Cell-specific delivery of heat

shock

Sensitive spatial and temporal

control of gene expression

using a focused laser

microbeam

Requires laser apparatus and

ability to identify cells. Care

is required to avoid

damaging the induced cell(s)

Stringham et al.

(1992)

Temperature-sensitive mec-8-

dependent splicing

Permits controlled, temperature-

sensitive regulation of gene

expression, including RNAi-

sensitivity

Perdurance ofmec-8 activity can

make precise regulation

difficult.

Splicing event requires low-

doses of MEC-8. Need to

work in mec-8 background

Calixto et al. (2010)

Selective depolarization of cells

by light stimulation

(‘‘optogenetics’’)

Activation of transgene-driven

light-sensitive proteins such

as channelrhodopsin-2

(ChR2) (Nagel et al., 2003).

Light activation can be delivered

broadly, as only cells

expressing ChR2 will

become depolarized. Light-

sensitive channels that

respond to different

wavelengths can be used

simultaneously

Stirman et al. (2011)

Tissue-specific RNAi sensitivity Permits specific loss of gene

activity in a subset of cells

RNAi effectiveness can be

variable

Qadota et al. (2007)
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identify which cells/tissues have inherited the array, cells carrying the wild-type

copy of a gene could be identified by tagging the gene with GFP, by including a

ubiquitous reporter such as sur-5::GFP (Yochem and Herman, 2005), by including

rescue of ncl-1, whose function can be scored cell-autonomously (Hedgecock and

Herman, 1995), or by using a nuclear-localized GFP::LacI to mark LacO sequences

present in the array (Gonzalez-Serricchio and Sternberg, 2006) (discussed below).

By referring back to the C. elegans lineage (Sulston et al., 1983), the researcher can

conclude which cell(s) lost the array in a particular animal, and, if this loss includes

tissues of interest, conclusions can be made about cell-autonomous and cell nonau-

tonomous functions. Finally, arrays can be specifically lost in thematernal germ line,

so that progeny animals can be produced that lack both maternal and zygotic

contributions of the gene (Hunter and Kenyon, 1996). While this approach has been

immensely powerful, using array loss to examine tissue-specific gene expression

does have limitations, which include the sometimes-complex lineage analysis

required to understand emerging phenotypes.

A second technique for examining tissue-specific expression relies on the use of

tissue-specific promoters linked to one’s gene of interest (Table III). While this

technique has also significantly contributed to our understanding of tissue-specific

gene expression, this analysis can be restricted by the limited availability of well-

characterized promoters.

A number of strategies for temporally and spatially controlling gene expression

have been recently developed (Table IV). In general, these techniques depend on



Table IV
Markers used to identify transgenics

Marker Plasmid Notes

rol-6(su1006) pRF4 Confers a dominant right-handed Roller phenotype to animals

(Kramer et al., 1990). Male Rollers do not mate well. Plasmid

available from most C. elegans laboratories

unc-119 rescue pDP#MM016B or

Cb-unc-119(+) in

transgene plasmid

Rescues uncoordinated unc-119mutants to awild-type phenotype

(Maduro and Pilgrim, 1995; Maduro and Pilgrim, 1996).

Mutant strain unc-119(ed4) available from theCaenorhabditis

Genetics Center (CGC). For use with microparticle

bombardment unc-119(+) is usually included in the transgene

plasmid. For MosSCI, the C. briggsae gene is inserted into the

targeting vector. Plasmid is available from the Maduro lab

(University of California, Riverside, CA)

lin-15 rescue pEKL15 Rescues temperature-sensitive multivulva (Muv) phenotype of

lin-15(n765) (Clark et al., 1994). The lin-15(+) plasmid

pEKL15 is available from the Horvitz laboratory

(Massachusetts Institute of Technology, Cambridge, MA).

Strains harboring lin-15(n765) are available from the CGC

pha-1 rescue pBX or pC1 Rescues larval lethality of pha-1(ts) mutants to a wild-type

phenotype. Strain is maintained at 15�C, used at 25�C.Mutant

strain pha-1(e2123) is available from the CGC (Kramer et al.,

1990)

dpy-20 rescue pMH86 Rescues strongDumpy phenotype of dpy-20(ts)mutants to awild-

type phenotype. Mutant strain dpy-20(e1282ts) available from

the CGC (Clark et al., 1995). The plasmid is available from the

Han lab (University of Colorado, Boulder, CO)

spe-26 rescue pJV145 Rescues spe-26(hc138ts) (H. Smith and S. Ward, personal

communication; Praitis, 2006)

Puromycin resistance pBCN21-R4R3 or

pBCN22-R4R3

Plasmids confer resistance to puromycin (Semple et al., 2010)

G418/neomycin resistance pdestDD04Neo,

pdestRG5271Neo,

pdestRG5273Neo

Resistance to G418 (neomycin) (Giordano-Santini et al., 2010)

myo-2::mCherry pCFJ90 Expresses mCherry in pharynx muscle. Plasmid available from

Addgene

elt-2::NLS::GFP::lacZ pJM66 Expresses GFP in intestinal nuclei (Fig. 3D). Plasmid available

from McGhee Lab (University of Calgary, AB)

sur-5::GFP pTG96 Expresses GFP in all nuclei. Plasmid available from the Han lab

(University of Colorado, Boulder, CO)

let-858::GFP pBK48.1 Expresses GFP in all nuclei. Plasmid available from Kelly Lab

(Emory University, Atlanta, GA)

unc-119::GFP pDP#MMUGF12 Expresses GFP throughout nervous system and in some head

muscles (Fig. 3E). GFP, YFP, CFP, and mCherry versions of

this reporter are available from the Maduro lab (University of

California, Riverside, CA)
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controlling gene structure, gene product stability, or gene activity using either tissue-

specific promoters or by controlling the presence of inducers or repressors of gene

expression. One technique takes advantage of the well-characterized FLP recombi-

nase system to activate a gene of interest in specific tissues or at specific times of

development. In this strategy, the regulatory element is separated from the gene of

interest by a sequence that is cleaved upon tissue-specific expression of FLP recom-

binase, thereby activating the gene (Davis et al., 2008; Voutev and Hubbard, 2008).

Until recently, the available methods for delivering transgenes, which tend to be

higher copy number and contain rearrangements, limited the effectiveness of this

technique for temporal or tissue-specific knockdown (as opposed to activation) of

gene activity. A second technique that permits control of gene expression depends on

reconstituting gene activity from two gene components, each under the control of a

specific promoter. When the two elements are combined, as would be expected in a

small number of specific cells, gene activity is restored (Chelur and Chalfie, 2007;

Zhang et al., 2008). This technique is limited to genes or processes that can be

reconstituted from two components. A third technique requires altering the 30UTR of

a gene and taking advantage of temperature sensitivity of nonsense-mediated decay

of RNA products to promote gene stability or decay (Drake et al., 2003). However,

the effects on gene-expression levels are not always absolute. A fourth technique

depends on rescuing a heat-shock deficient hsf-1(sy441) mutant in a cell-specific

manner by controlled expression of wild-type hsf-1, permitting expression of a heat-

shock inducible promoter linked to one’s gene of interest in only those cells (Bacaj

and Shaham, 2007). This technique is limited by the temperature-sensitivity of the

process and by the transient nature of the heat-shock response. A fifth method takes

advantage of the observation thatMEC-8 is required to splicemec-2 intron 9, thereby

regulating the expression of mec-2 splice variants. By creating a transgene carrying

themec-2 intron 9 sequence upstream of a gene of interest in amec-8(u218ts) strain,

one can regulate expression of the gene using temperature shifts. This technique was

used to control expression of the RNAi gene rde-1 to create a line with temperature-

dependent RNAi (Calixto et al., 2010). Potential limitations of this technique include

the need towork in amec-8 strain, as well as the relative stability ofMEC-8 and dose-

sensitivity of the splicing event. Despite some limitations, each of these techniques

offers researchers valuable tools for selective expression of their gene of interest.

Knockdown of gene function in specific tissues can also be used to examine gene

activity. The cell-autonomous requirement for RDE-1 function in RNAi can be

exploited by providing wild-type function of rde-1 in a tissue-specific manner to

an rde-1 mutant strain. Animals then treated with RNAi to a gene of interest will

experience knockdown only in cells carrying RDE-1 function (Qadota et al., 2007).

While this strategy has been used effectively for some genes, the strength of the

RNAi response can be variable.

In summary, the C. elegans researcher has a large set of techniques that can be

used to understand the role of a gene in a specific cell or developmental process,

bypass requirements at specific stages, or examine the consequences of ectopic gene

expression. The specific gene studied, the hypothesis being tested, and the



174 Vida Praitis and Morris F. Maduro
limitations and advantages of each strategy will dictate which technique is best for a

given application.
G. Marking Extrachromosomal Arrays to Probe Gene Regulation
The interaction of the E. coli LacI protein with lacO lactose operator sequences

was exploited as amethod for marking chromosomes in yeast (Belmont and Straight,

1998) and has been used as a marker for transgenes in C. elegans as well (Gonzalez-

Serricchio and Sternberg, 2006). Use of the LacI/LacO systems has also been used to

label extrachromosomal arrays to study gene regulation (Fig. 3A). In such experi-

ments, a GFP-tagged endogenous transcription factor is expressed in the presence of

an extrachromosomal array that carries a promoter that contains its target cis-

regulatory sites. The factor will interact with the many copies of the target promoter

in the array, producing a subnuclear spot. LacI tagged with a different marker can

label lacO sequences in the same target array, allowing an independent means by

which to verify interaction of the GFP-tagged factor with the array (Carmi et al.,

1998). Researchers have also used the GFP::LacI/LacO system to demonstrate that

transgenes move to different locations in the nucleus depending on whether they are

active or inactive in a given cell or tissue (Meister et al., 2010).
[(Fig._3)TD$FIG]

Fig. 3 Examples of types of transgenes and their expression patterns. (A) Expression of a chromosom-

ally-integrated med-1::GFP::MED-1 translational reporter in the early embryo, showing nuclear GFP

expression in the daughters of the blastomeres MS and E (Maduro et al., 2002). Due to the presence of a

separate extrachromosomal array carrying a transcriptional lacZ reporter for the MED-1 target gene end-3,

the GFP::MED-1 localizes to subnuclear spots representing the extrachromosomal array (arrowheads) in

each nucleus. (B) Expression of a translational fusion of the adherens junction marker ajm-1 in mid-

embryogenesis. GFP becomes localized to adherens junctions, giving an outline of epidermal cells

(Koppen et al., 2001). (C) DIC image of a late embryo, just prior to hatching, with the pharynx and intestine

indicated. (D) Expression of an elt-2::NLS::YFP::lacZ reporter transgene in the same embryo as in (C)

localized to intestinal nuclei (and excluded from nucleoli). (E) A C. elegans adult hermaphrodite showing

expression of an unc-119::mCherry transcriptional reporter throughout the nervous system (including the

nerve ring, neurons around thevulva, and theventral nerve cord indicated by arrowheads) and in headmuscles

(Maduro and Pilgrim, 1995). The head muscle expression has been overexposed. Anterior is to the left. A

C. elegans embryo is approximately 50 mm long, while adults are approximately 1mm long. (See color plate.)
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III. Construction of Transgenes
An excellent description of the many considerations for construction of plasmid

reporters can be found in Boulin et al. (2006); Mounsey et al. (1999), which we have

updated here. There do not appear to be any sequence requirements for the stable

inheritance of arrays in C. elegans (Mello et al., 1991), as DNA from plasmids or

phage, for example, appears to be incorporated into arrays. Hence, standard molec-

ular biology techniques can be used to construct most transgenes. When segments of

wild-type DNA are needed, polymerase chain reaction (PCR) can be used to amplify

directly from genomic DNA, or larger clones, such as a cosmids or fosmids, can be

ordered and used for either direct subcloning or PCR. Information on ordering

clones is available on WormBase (Table I). Researchers are cautioned that some

larger clones are unstablewhen propagated in bacteria or yeast, such that a particular

isolate of a clone could be missing regions of DNA. When working with these

constructs it is always advisable to check that sequences have not been lost.

For simple reporter fusions of zygotically expressed genes, it is usually sufficient

to clone a suitable upstream promoter fragment (3–10 kbp is a good start, without

taking sequences from the neighboring gene upstream) along with a small part of the

coding region. The fragment is cloned into one of the available GFP vectors (gen-

erated by the laboratory of Andrew Fire). These vectors supply a useful polylinker,

synthetic introns to increase expression, and a 30UTR from the unc-54 gene. Variants

are available that encode other fluorescent proteins (YFP or CFP), include a nuclear

localization signal (NLS), or are a fusion to both GFP and lacZ. Other vectors use a

histone H2B coding sequence as a more effective means to localize GFP to nuclei. A

number of useful vectors as well as additional documentation from the Fire lab can

be obtained from Addgene (http://www.addgene.org). Where an investigator

hypothesizes sequence requirements that necessitate a much larger context for the

reporter (e.g., tens of kilobasepairs), manipulations can be performed using recom-

bination in yeast or fosmids (Dolphin and Hope, 2006; Tursun et al., 2009; Zhang

et al., 2008).

Other applications of transgenes, such as the fusion of a promoter to a different

downstream sequence, will require approaches unique to each application (Fig. 2).

Additional resources available to the research community can simplify cloning or

allow rapid scaling-up of construct production. For example, it is now possible to use

the Gateway recombination cloning system to fuse promoters from the ‘‘promoter-

ome’’ library into a suitable reporter. For making novel fusions of promoters to

different coding regions, clones from the promoterome can be combined with clones

from the ORFeome (Dupuy et al., 2004a; Hope et al., 2004; Reece-Hoyes et al.,

2005).

For expression of heterologous coding regions, it may be cost-efficient for an

investigator to order an open reading frame to be synthesized de novo. Custom gene

synthesis can now be achieved for a relatively low cost per base pair. This would also

allow engineering for efficient expression in C. elegans, such as by the introduction

of short introns, or the selection of codons that are optimized for maximal gene

http://www.addgene.org/
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expression (Duret, 2000; Okkema et al., 1993). Hence, some labs may consider that

particular manipulations, such as modification of protein coding regions, might be

best achieved by direct synthesis, considering the time and/or number of manipula-

tions that would otherwise be necessary.

Expression of genes in the germ line or early embryo can be less straightforward

than expression in other tissues or stages of development. The repetitive nature of

conventional transgenes results in germ-line silencing (Kelly et al., 1997).

Conventional extrachromosomal arrays are compatible with maternal (germ line)

expression for only a small subset of GFP reporters (Fire et al., 2006). There are

several approaches for achieving expression of maternal transgenes. One is to use

conventional arrays, but to coinject genomic DNA that has been digested with a

restriction enzyme that leaves blunt ends (Kelly et al., 1997). This approach appears

to achieve expression of maternal transgenes because the arrays are made complex

and less prone to silencing. In some instances, maternal expression can be achieved

by using a promoter and 30UTR that seem to be compatible with expression from a

multicopy array, such as from glh-2 (Bessereau et al., 2001). More reliable

approaches for germ-line or maternal expression use microparticle bombardment

or MosSCI (Fig. 1B), both of which deliver fewer copies of the transgene, which

makes them less prone to silencing. Both of these techniques require special con-

sideration for the plasmids that carry the transgenes, as described below.
IV. Obtaining Transgenic Animals

A. Considerations for Marking of Transgenics
It is usual practice to mark the presence of a transgene by a convenient marker that

can be scored visually in larvae or adults, to facilitate identification following

transgene delivery, andwhen transformants are obtained, during crosses or screening

for integrants (Figs. 1A,B, Table IV). Transgenes that confer a readily detectable

change in phenotype from nontransgenic animals (e.g., rescue of a visible mutation

or very bright GFP reporter), may not need a coinjection marker unless a positive

control for the injection process is desired. During the process that gives rise to

conventional transgene arrays, recombination among the injected plasmids (if pres-

ent at high enough relative concentrations) will almost always ensure that multiple,

separate plasmids become incorporated into the same array. For microparticle bom-

bardment, the marker is often but not always included in the same plasmid as the

transgene, because the low copy number of the resulting insertions makes it less

likely that both will become integrated. For Mos-directed chromosomal insertion,

the marker and transgene must both be included in between the flanking homology

segments.

Simple transgenes in a wild-type background can be marked with the plasmid

pRF4, which encodes the su1006 allele of the rol-6 gene, also called rol-6D (Fig. 1A)

(Mello et al., 1991). pRF4 induces an obvious right-handed Roller (Rol) phenotype.
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Unfortunately, the effect greatly reduces the mating efficiency of males, which can

make crosses more difficult. Some chromosomal integrants of rol-6D-marked trans-

genes showamuchweaker Rol phenotype as heterozygotes, or they can be combined

with mutations in some genes (e.g., dpy-11), which can suppress the Rol effect.

Where a wild-type phenotype is desired from the transgenic animals, it is con-

venient to start with a strain carrying a recessive mutation and use rescue of the

mutation as the transgene marker (Fig. 1B). Markers commonly used are rescue of

pha-1, dpy-20, and unc-119. Loss of pha-1 is lethal, but the allele used is temper-

ature-sensitive (ts), so that animals are propagated at 15�C and selected for trans-

genics at 25�C (Granato et al., 1994). Loss of dpy-20 results in a viable dumpy

(Dpy) phenotype, but Dpy adults are more difficult to inject, so a ts allele is used

(Clark et al., 1995). Until such transgenes are integrated, maintenance requires

propagation at 25�C, whichmaymake downstream genetics more challenging (e.g.,

if a transgene were to be crossed into another ts mutant background). unc-119

mutants do not form dauer larvae, an alternative larval stage that allows worms

to survive prolonged starvation. As a result, non-Unc-119 transgenics can be

identified from large populations since they are viable after starvation. For

MosSCI or microparticle bombardment, in which a very small fraction of animals

becomes transgenic, rescue of unc-119 has been the most frequently used marker,

although a number of other markers have been used successfully (Praitis, 2006).

Use of the more compact C. briggsae homolog of unc-119 is convenient as it

facilitates cloning of the transgene and marker into the same plasmid. Inclusion

of the unc-119 marker into transgenic constructs has also been made simpler by a

recent modification of recombineering techniques (Ferguson and Fisher, 2009;

Zhang et al., 2008).

As an alternative to using rescue of a mutation, transgenes can be marked by the

presence of a GFP reporter to myo-2 (Okkema et al., 1993), elt-2 (Fig. 3D)

(Fukushige et al., 1998), sur-5, or let-858 (Kelly et al., 1997; Yochem et al.,

1998). Access to a dissecting microscope equipped with a fluorescent lamp and

appropriate filters or a fluorescent worm sorter are necessary for identifying and

maintaining lines carrying extrachromosomal arrays. Other transgene markers

include antisense-unc-22, which imposes a twitching paralysis, and selection for

resistance to antibiotics (Fire et al., 1991; Giordano-Santini et al., 2010; Semple

et al., 2010).

As a final consideration, expression of one gene on a single array may be pre-

cluded by the presence of the second gene. In such cases, it may be desirable to obtain

separate transgene reporters, and combine the two strains together. If this is done, the

researcher may wish to consider different strategies for marking the presence of

either transgene. For example, if both are rol-6D marked transgenes, it may be

difficult to identify double-transgenics or to even mate them together. In such cases,

rescue of unc-119 and rol-6D could be used to make separate transgenes, and then

the two strains can be combined by crossing rescued unc-119 transgenics to the

rol-6D strain that is homozygous for unc-119. The double transgenics will be Rol

non-Unc.
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B. Delivery Methods
The C. elegans germ line is the target organ for microinjection. It contains a

syncytium of germ-line nuclei sharing a common cytoplasm (Klass et al., 1976).

Researchers have two choices for delivery of transgenes to C. elegans, microinjec-

tion or microparticle bombardment (Fig. 1C).

Microinjection is typically the first technique tried, as it requires only a small

number of animals, and F1 animals are scored within a few days after injection. An

inverted microscope setup with differential interference contrast (DIC) or similar

optics, a needle puller, and a micromanipulator are necessary. Pressurized nitrogen,

delivered through a regulator with a foot pedal controller, is usually used to force

injection mixtures through the needle. Alternatively, other lower-cost arrangements

are possible. Laboratories performing Drosophila microinjection may have similar

setups that can be used. A detailed protocol for C. elegans transformation using

microinjection can be found online from the WormMethods section of WormBook

and from other published sources (Evans, 2006; Kadandale et al., 2009; Mello and

Fire, 1995). For laboratories that desire low copy number transgenes, for example, to

avoid toxicity or to achieve maternal expression, injection can be modified by the

inclusion of digested genomic yeast or nematode DNA (Kelly et al., 1997).

Alternatively, bombardment or MosSCI, both of which yield low copy integrants,

can be used.When stable lines are required, extrachromosomal transgenic arrays can

be integrated using chemical mutagens or radiation, as described below.

Microparticle bombardment requires more time initially, as a large number of

starting unc-119mutant animals are required, and there is usually a 10–14-day post-

treatment wait time before active screening for transformants begins. However, the

chief advantages of the technique are that both integrants and extrachromosomal

arrays are obtained in the same procedure, the technique relies on a selection that

yields only the most stable lines, and it requires little technical expertise. Access to a

Biolistic PDS-1000 Helium Microparticle Bombardment machine or other delivery

device and several consumables are needed for this procedure. Laboratories may

find access to such a machine if there is a nearby facility that performs plant cell

transformations. Detailed descriptions of the microparticle bombardment procedure

are available inWormBook or in other published sources (Evans, 2006; Green et al.,

2008; Jackstadt et al., 1999; Praitis et al., 2001; Rieckher et al., 2009; Wilm et al.,

1999).

The delivery of transgenes for directed chromosomal insertion using Mos trans-

position (Fig. 1C) is really just a special case of direct microinjection into unc-119

mutant animals, as the desired transgenics do not require infinite passage of the

extrachromosomal transgene array. The injected plasmids serve primarily as the

chromosomal repair source (the ‘‘targeting plasmid’’) and to activate Mos transpo-

sition in the germ line. To distinguish bona fide chromosomal insertions from

transmission of an extrachromosomal array, several reporter plasmids are coinjected

simultaenously. In one version of the approach, chromosomal insertions are rescued

for the unc-119 phenotype but fail to express the other coinjected transformation
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markers, including a plasmid encoding the temperature-sensitive, dominant negative

selectionmarker twk-18(cn110). The plasmids aremicroinjected simultaneously in a

manner similar to that for conventional arrays, but the wait time following micro-

injection is about 10–14 days. Some 25–50 animals are needed for injection, and the

equipment is identical to that needed for normal extrachromosomal arrays (Frokjaer-

Jensen et al., 2008). Hence, laboratories that are already established for regular

microinjection will find it easier towork with Mos-directed insertions if their goal is

to obtain low copy number arrays.

Researchers wishing to try both microparticle bombardment and MosSCI may

consider constructing their transgene into a targeting vector for MosSCI, as the

resultant plasmid can then be used directly for bombardment, MosSCI or a conven-

tional multicopy array transgene, as all can be delivered to unc-119 mutants. It is

worth noting that as MosSCI insertions are targeted to predetermined locations,

researchers may wish to consider which location (and corresponding targeting

vector) they will use if there is a later need to combine transgenes into one strain.

There are currently two locations, on chromosomes II and IV (Frokjaer-Jensen et al.,

2008), though it is anticipated that additional targeting loci will become available

over time.
C. Integration of Extrachromosomal Arrays
Transgenes carried on extrachromosomal arrays can be integrated into a chromo-

somal location, which eliminates mitotic and meiotic loss of the array (Evans, 2006).

Spontaneous integration of extrachromosomal arrays has been observed by many

investigators, which may be more likely to be seen in large populations propagated

for many generations, especially if there is a selective advantage to the integrants.

Otherwise, spontaneous integration is rare enough that it is not convenient to expect

it to occur for any given transgene. Hence, most investigators use chemical mutagens

or ionizing radiation (gamma rays or ultraviolet light) to induce integration of an

array into a chromosome. This is usually done by mutagenizing a small starting

population of animals, establishing several hundred single F1 animals, and testing F2
progeny individually for 100% transmission of the transgene to subsequent genera-

tions (Evans, 2006). Coinjection of oligonucleotides can also stimulate integration

of arrays (Mello et al., 1991), and integration is observed if oocyte nuclei are directly

injected (Fire, 1986). However, neither of these approaches appears to be in wide

use. Once integrated, it is usually no longer necessary to follow a transgene by the

coinjection marker. This may simplify subsequent genetic manipulations and permit

combining multiple transgenes into a single strain.

For all integrated transgenic lines, strains should be backcrossed several times to

eliminate background changes to the genome introduced by the integration treat-

ment. It is also important to examine phenotypes and expression patterns in several

integrated lines to be assured that results are not dependent on the site of integration

or any linked background mutations.
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D. Transgenics in Other Nematode Species
With the recent availability of genome sequences for other nematodes, researchers

may wish to perform gene manipulations in these species. The closely related

C. briggsae is the most frequent choice for comparative work, perhaps because it

is hermaphroditic like C. elegans (most others are male–female), and because its

genome sequence is of very high quality (Stein et al., 2003). Like C. elegans,

C. briggsae can be made transgenic by microinjection with the use of rol-6D or

rescue of mutants. Mutants in unc-119 have been made available that permit the use

of microparticle bombardment (Zhao et al., 2010). There are Mos insertions that

have been made in C. briggsae but the MosSCI approach is still being developed

(Marie Delattre, personal communication). In the more distant nematodePristionchus

pacificus, also a hermaphroditic species, transgenics can be made, though with some

difficulty (Schlager et al., 2009), using an adaptation of the protocol for using

complex arrays in C. elegans (Kelly et al., 1997). Routine transgenesis in male–

female nematode species has not been developed, although in principle coinjection of

a dominant marker that does not affect male mating, such as a GFP reporter, could be

used to mark transgenics. The rol-6D phenotype compromises male mating, which

would make maintenance of homozygous transgenic integrants more difficult. As

well, the basis for identification of transgenics in bombardment and MosSCI – unc-

119 rescue – would be impossible in male–female species because unc-119 blocks

male mating. Microparticle bombardment may be the best possibility for transgenesis

in other species, if a system can be devised to identify rare transgenics. One promising

breakthrough, a transformation strategy that depends on conferring drug resistance,

will likely make it simpler to generate transgenics in a large number of nematode

species (Giordano-Santini et al., 2010; Semple et al., 2010).
V. Perspectives: What Lies on the Horizon?
While recent research has added to an already rich suite of applications for

transgenesis inC. elegans, there are some technologies, used in other systems, which

are still being developed or refined in worms. One essential technique for studying

gene function is a simple, reproducible method for knocking out, tagging, or other-

wise manipulating a gene at its endogenous locus. Several recently developed

methods for creating lines carrying homologous integrations, using negative/posi-

tive selection after microparticle bombardment orMosSCI, promise to make homol-

ogous, targeted modifications the standard in C. elegans (Frokjaer-Jensen et al.,

2008; Vazquez-Manrique et al., 2010).

A second essential technique that would permit more sophisticated analysis of

gene function is one that promotes or prevents gene expression in a precise spatial or

temporal pattern, similar to the Drosophila GAL4 system. In principle, several

recently developed techniques described in the mosaic analysis section of this

chapter could achieve this aim (Table III). Particularly promising are those techni-

ques that create strains that confer specific expression or inhibition of any
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appropriately constructed transgene or RNAi construct. Once a toolbox of these

strains has been created, it could be used by anyone in the community who requires a

specific expression pattern for their gene of interest. Another exciting possibility is

that the FLP recombinase system, which has been used to induce gene expression

(Davis et al., 2008; Voutev and Hubbard, 2008), could be used for tissue-specific

elimination of gene expression. This seems a likely future development, given that

single-gene insertions and homologous recombination techniques have been devel-

oped (Frokjaer-Jensen et al., 2008; Vazquez-Manrique et al., 2010).

Avariation on mosaic analysis that would be useful for researchers is a technique

that permits tissue- or spatially restricted knockdown of gene activity for use in a

genetic screen. This technique is crucial for any researcher studying a process that

requires genes essential at earlier developmental time points or for other processes.

Emerging techniques that restrict RNAi sensitivity to a small set of cells or to

specific developmental stages could, in theory, permit these types of genomewide

screens (Calixto et al., 2010; Qadota et al., 2007).

Another technology emerging in other systems that may have applications in

C. elegans is the use of zinc finger nucleases. These are heterodimers consisting

of engineered C2H2 zinc finger arrays expressed as fusions to the nuclease domain of

the restriction enzyme FokI (Kim et al., 2010). These enzymes are capable of single

site-specific cleavage of DNA, which in theory can result, as with transposon

excision, in imprecise repair of the break (i.e., generating a mutation) or incorpo-

ration of sequences from a transgene repair template. At least one such enzyme has

been found to function somatically in C. elegans (Carroll et al., 2008; Morton et al.,

2006), raising the hope that if germ-line expression can be achieved, it may be

possible to cause germ-line site-specific chromosome modification.
VI. Summary
The creation of transgenic strains is one of themost important tools for analysis of

gene function. Two different delivery methods for C. elegans transgenesis, micro-

injection and microparticle bombardment, have been developed. From these basic

methods, a plethora of techniques have emerged that permit analysis of gene expres-

sion and function in a range of key cellular and developmental processes. The future

holds promise for even greater precision and sophistication in experimentally

manipulating gene expression in C. elegans.
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Abstract
In Caenorhabditis elegans, newly transcribed RNA is processed in several novel

ways. Although introns are removed by a canonical spliceosome, they have evolved

several specialized features that reflect the differences in theway they are recognized

and the way they are spliced. C. elegans introns are unusually short, in part because

they have no specific branch-point sequences and contain minimal polypryimidine

tracts. Instead, their 30 splice site is characterized by a highly conserved consensus

sequence, which alone may be sufficient to position all spliceosomal elements at the

30 end of the intron. Many RNA molecules are also trans-spliced: a capped 22 nt

RNA leader is donated by one of a family of specialized snRNPs and spliced to an

unpaired 30 splice site, usually just upstream of the start codon. The RNA upstream

of this splice site, the outron, is removed during trans-splicing and presumably

degraded, making the identification of the transcriptional start site problematic.

Transcripts from approximately 70% of all genes are trans-spliced. Trans-splicing

has enabled the evolution of operons – multigene clusters in which a single upstream

promoter drives the transcription of a polycistronic pre-mRNA. The C. elegans
d. 187
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genome contains more than 1000 such operons. The polycistronic pre-mRNA is

processed into individual gene-encoding mRNAs by coordinated upstream 30 end
formation and downstream trans-splicing. An intercistronic RNA sequence, the Ur

element, plays a key role in specifying downstream trans-splicing.
I. Introduction
During and after transcription, pre-mRNA is processed into mature mRNA. In

C. elegans, several different types of canonical RNA processing occur. Shortly

after transcription begins, the nascent RNA is capped with a 7-methylguanosine

nucleotide. As transcription proceeds, introns are recognized and removed from

the pre-mRNA by spliceosomes, which contain the snRNAs and associated splic-

ing factors found in other metazoans. Cleavage at the 30 end of the RNA is

executed by orthologs of the mammalian CPSF and CstF complexes.

Additionally, novel RNA-processing events inCaenorhabditis elegans result from

gene structures and chromosomal gene arrangements not found in other model

organisms. Many nascent RNA molecules are trans-spliced: a capped 22 nt RNA

leader sequence is spliced to an acceptor site near the 50 end of the pre-mRNA. Trans-

splicing has permitted the evolution of operons throughout the nematode genome,

since a single pre-mRNA encoding multiple genes can be processed into single-gene

units by coordinated 30 end formation and trans-splicing. Downstream genes in an

operon are uniquely identified by a special family of spliced-leader sequences. This

chapter will examine each of these processing activities with emphasis on aspects of

gene expression that are special to C. elegans and other nematodes.
II. RNA Processing in Other Organisms
Many of the RNA features and processing events studied in C. elegans have also

been examined in other organisms. Most eukaryote RNA contains introns, and their

removal is conducted by a conserved cellular machinery that has been extensively

studied. Likewise, the basic mechanism of 30 end formation is highly conserved

among the eukaryotes in which it has been studied. This section reviews what is

known about these processing events in these other systems. The subsequent section

describes the differences in common processing events and the unique events

observed in C. elegans and other nematodes.
A. Eukaryotic Pre-mRNA Processing
As pre-mRNA is transcribed, its introns are identified and removed by a large,

dynamic RNP complex, the spliceosome. This complex is composed of five core

small nuclear RNAs (snRNAs) – U1, U2, U4, U5, and U6 – as well as hundreds of
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accessory proteins (reviewed in Rino and Carmo-Fonseca, 2009; Soller, 2006).

Intron splicing is a process that is highly conserved amongmetazoans. Intron borders

and internal features are identified by short, partially degenerate consensus

sequences, to which individual components of the spliceosome have affinity.

Coordinated binding by multiple factors results in intron marking and subsequent

spliceosome formation. The vertebrate 50 splice site is identified by the consensus

sequence AG/GURAGU, while the 30 splice site is characterized by the consensus

YAG/N (Soller, 2006; Wahl et al., 2009) (Fig. 1a). An internal binding site, the

branch point, with a consensus sequence YURAY, is located somewhere within the

final third of the intron. Finally, a polypyrimidine tract extends 10–12 nt upstream

from the 30 splice site. While these splice site consensus sequences are conserved in

the fission yeast Schizosaccharomyces pombe, they are slightly different in the

budding yeast Saccharomyces cerevisiae (Fig. 1b). In this organism, the 50 splice
site consensus sequence is NN/GUAUGU, and the branch-point consensus

sequence is UACUAAC. There is usually no polypyrimidine tract, although the

sequence immediately upstream of the 30 YAG/N consensus splice site is often

pyrimidine-rich (Kuhn and K€aufer, 2003). In all organisms, introns containing

these splice-site consensus sequences are called GT–AG introns.

The splicing reaction happens in multiple steps: First, the U1 snRNP binds to the

50 splice site of the intron via base-pairing between the U1 snRNP sequence 30-UC/
CAUUCA-50 and the 50 splice-site consensus 50-AG/GURAGU-30 (Aebi et al., 1987;
S�eraphin et al., 1988). The two subunits of the U2 snRNP auxillary factor (U2AF),

U2AF65 and U2AF35, bind the polypryimidine tract and the AG nucleotides of the 30

splice site, respectively (Merendino et al., 1999; Wu et al., 1999; Zorio and

Blumenthal, 1999a). The SF1/BBP protein binds the branch point of the intron.

Next, the U2 snRNP can base pair with this same sequence, displacing SF1/BBP

from its binding site. Finally, the U1 and U2 snRNPs recruit the U4/U6�U5 tri-

snRNP, whose arrival stimulates additional rearrangements and the formation of the

catalytically active splicesosome (Wahl et al., 2009).

Splicing proceeds via two transesterification reactions. In the first step, the

spliceosome orients the intron so that the 20 hydroxyl of the branch-point adenosine
can attack the phosphodiester bond at the 50 splice site, producing an upstream exon

with a free 30 hydroxyl group and a branch-point lariat intron attached to the

downstream exon. In the next step of splicing, the spliceosome positions the free
[(Fig._1)TD$FIG]

Fig. 1 A comparison of the consensus sequences found in a typical (a) vertebrate intron with those

found in (b) S. cerevisiae and (c) C. elegans. The 50 and 30 splice sites are demarcated by slashes (/).
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30 hydroxyl group of the upstream exon so it can attack the phosphodiester bond at

the 30 splice site, linking the exons together and releasing the lariat intron for

debranching and degradation (Wachtel and Manley, 2009).

The process of mRNA 30 end formation is highly conserved among eukaryotes.

Several groups of proteins are involved, and research into this process, along with

the related process of transcription termination, is rapidly progressing. There are

scores of proteins involved in 30 cleavage and transcription termination. Of these

proteins, two different complexes appear to play crucially important roles and

have been studied most thoroughly, usually in mammalian systems: CPSF (cleav-

age and polyadenylation specificity factor) and CstF (cleavage stimulation fac-

tor). In yeast, the protein constituents of these complexes associate somewhat

differently, and the complexes are CF1A and CPF (reviewed in Mandel et al.,

2008).

In vertebrates, The CPSF complex catalyzes cleavage of the RNA at a site �30 nt

downstream of the AAUAAA polyadenylation signal towhich it binds (Fitzgerald and

Shenk, 1981). CPSF contains five proteins: CPSF-160, CPSF-100, CPSF-73, CPSF-

30, and Fip1 (Kaufmann et al., 2004; Mandel et al., 2008). CPSF-160 recognizes and

binds directly to the AAUAAA. It also may link the CPSF complex to the CstF

complex. CPSF-73 is the endonuclease that cleaves the RNA (Mandel et al., 2006).

The CstF complex contains three polypeptides: CstF-77, CstF-64, and CstF-50

(Mandel et al., 2008). CstF-77 acts as a scaffold around which the complex

assembles (Legrand et al., 2007). It also interacts with CPSF-160, effectively

linking the CPSF and CstF complexes. The CstF-64 binds to a less-well-defined

GU-rich region close to, but downstream of, the cleavage site on the RNA. The

CstF-50 subunit binds to the C-terminal domain of the largest subunit of RNA

polymerase, thereby physically linking the 30 end formation and transcriptional

machineries (McCracken et al., 1997).

Evidence from ChIP experiments indicates that the complexes travel along the

transcribed DNAwith RNA polymerase (Glover-Cutter et al., 2008). They scan the

nascent RNA for their recognition sequences, and, when both AAUAAA and a

downstream GU-rich sequence are found in the proper orientation, 30 end formation

can occur. Some variability is tolerated at the polyadenylation signal. A survey in

humans and mice showed that 70% of all polyadenylation signals contained the

canonical sequence AAUAAA. The only variant commonly seen was AUUAAA

(15%), indicating that there is little plasticity in CPSF’s ability to recognize this 30

processing signal in mammals (Mandel et al., 2008).
B. Operons
An operon is a cluster of genes transcribed together from a common upstream

promoter. In the operons of bacteria and archaea (Brown et al., 1989; Jacob and

Monod, 1961), genes encoding enzymes in the same metabolic pathway are

often located next to each other on the chromosome. A common upstream
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promoter deploys RNA polymerase to transcribe all of these genes at once,

making a polycistronic mRNA that is translated by repeated translation termi-

nation at the 30 ends of upstream coding sequences followed by reinitiation by

ribosomes at the 50 start site of downstream coding sequences (McCarthy and

Gualerzi, 1990).

In eukaryotes there are several types of gene clusters that resemble operons. First,

in several species of yeast, genes involved in similar functions can sometimes be

found in close proximity (Wong and Wolfe, 2005). Although the genes in this

arrangement, called a metabolic gene cluster, do not contain a common promoter,

their organization resembles that of an operon in other respects (reviewed in Osbourn

and Field, 2009). Second, dicistronic gene clusters resembling short operons have

been reported in plants, flies, and even mammals (reviewed in Blumenthal, 1998,

2004). Intron splicing of the pre-mRNA and 30 end formation of the downstream

transcript occur normally, and the dicistronic transcript is exported for translation,

which may occur via internal ribosomal entry sites between the coding sequences.

Often these genes encode metabolically related products. This latter type of poly-

cistronic cluster appears to be present, at least occasionally, in C. elegans (e.g., tin-

9.2 and exos-4.1), but it has not been studied there. Multigene transcription units of a

third type are prevalent in trypanosomes (Muhich and Boothroyd, 1988), although

these have not been termed operons because there is no evidence for their transcrip-

tional regulation. Indeed, often these transcriptional units extend the length of an

entire chromosome (reviewed in Clayton, 2002). The vast majority of C. elegans

operons (to be discussed in a later section) are processed like those of trypanosomes,

by a concerted process of 30 end formation and trans-splicing just downstream.Many

animal phyla, including most or all nematodes, have operons of this type.
III. RNA Processing in C. elegans

A. Intron Splicing

1. C. elegans Introns
The splicing machinery and the process of intron removal have been highly

conserved in C. elegans. Most C. elegans genes have multiple introns, defined by

the core GT–AG splice sites (The C. elegans Sequencing Consortium, 1998). Intron

splicing occurs cotranscriptionally and is directed by the well-characterized spliceo-

somal snRNAs U1, U2, U4, U5, and U6, along with their associated proteins

(Thomas et al., 1990). In many species including plants, flies, and vertebrates, there

exists a related, but distinct, group of introns, the removal of which is catalyzed by a

spliceosome, called the U12 type, with some different components (reviewed inWill

and L€uhrmann, 2005). However, no U12-type introns or minor spliceosomal com-

ponent genes are present within theC. elegans genome, and it appears that all introns

have evolved to undergo splicing by the U2-type major spliceosome (Burge et al.,

1998; Sheth et al., 2006).
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2. Noncanonical Splice Sites
As is the case in other metazoans, there are also a few examples of introns with

GC–AG splice sites in the C. elegans genome (Farrer et al., 2002; Sheth et al.,

2006). They are processed in the same manner as the GT–AG introns, indicating

that the splicing machinery can also recognize introns with these borders.

Presumably the surrounding nucleotides are able to direct the U1 snRNP into

position in spite of the mismatched cytosine. Indeed, it has been observed that

GC–AG introns typically have 50 splice sites that, in all other regards, more

closely complement the splice site recognition sequence on the U1 snRNP.

Although many of these introns appear to be constitutively spliced, some have

been shown to be alternatively spliced. In these cases, the weaker 50 splice site

consensus created by the mismatched cytosine is thought to influence splice site

selection (Farrer et al., 2002).

Other instances of splicing from noncanonical splice sites have been reported inC.

elegans, and additional examples can be found by inspection of sequences annotated

as splice sites in the genome. For example, it has been reported that introns with

mutations in the 30 splice site – such as AA, AT, GG, or TG – are nonetheless spliced

at these mutant sites, albeit less efficiently than when the wild-type sequence is

present (Aroian et al., 1993). Also, there are numerous instances of use of non-AG 30

splice sites in wild-type C. elegans genes (unpublished observations; WormBase,

WS210). Furthermore, when genes containing a Tc1 transposon insertion are tran-

scribed, the transposon RNA is often spliced out from 50 splice sites as varied as TT
or AT, and from 30 splice sites like GG, TG, AC, or GC (Rushforth et al., 1993;

Rushforth and Anderson, 1996). The mechanism by which these reactions occur is

not understood. However, it is clear from all of these findings that the cellular

machinery responsible for splice site recognition in C. elegans is significantly less

stringent than it is in other studied systems.
3. Intron Properties
These examples of noncanonical splicing indicate that, in spite of the extensive

conservation of the intron-splicing mechanism among higher eukaryotes, some intron

sequences and splicing factors have acquired specialized features in C. elegans. In

general, introns in this organism have an A+U content of about 70%, while the

average A+U content found in the exons flanking them is about 54%. Conversely,

there is little elevation in the A+U content of yeast and mammalian introns

(Blumenthal and Steward, 1997; Csank et al., 1990). Studies in C. elegans and in

plants have shown that steep transitions in A+U content assist in defining intron

borders, and that artificial introns with high C+G content are not efficiently spliced

(Conrad et al., 1995; Goodall and Filipowicz, 1989).

Introns inC. elegans tend to be shorter than those in other metazoans. While some

introns within the C. elegans genome are well over 1 kb long, the median intron

length is only 65 nt, and the most common intron size is 47 nt. By comparison, the
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most common intron size in flies is 59 nt, and in humans most introns are several

kilobases long. It is clear that the C. elegans splicing machinery has evolved to

process small introns. Studies have shown that short C. elegans introns cannot be

processed by mammalian spliceosomes (Ogg et al., 1990), in which a length of

approximately 80 nt is necessary for efficient splicing to occur (Wieringa et al.,

1984). The unusually short length of the introns in C. elegans may be, in part,

explained by how they are recognized and processed.
4. Splice Site Recognition
The C. elegans 50 splice site is defined by the canonical metazoan consensus

sequence AG/GURAGU, indicating that it is recognized by the U1 snRNP, as occurs

in other eukaryotes (Blumenthal and Steward, 1997) (Fig. 1c). The 30 splice site

consensus sequence, however, is much more extensive than those found in vertebrate

or yeast introns. InC. elegans, there is a very highly conserved sequence UUUUCAG/

R at the boundary between the intron and the next exon (Csank et al., 1990; Sheth

et al., 2006; Spieth and Lawson, 2006). This 30 splice-site sequence is not efficiently
recognized by the mammalian spliceosome (Kay et al., 1987). All C. elegans introns

also lackANY branch-point consensus sequence (YURAY inmammals), even though

worms do encode a SF1/BBP protein containing the conserved domain that recog-

nizes this sequence (Blumenthal and Thomas, 1988; Mazroui et al., 1999).

Additionally, the C. elegans U2 RNA has an antisense branch-point sequence iden-

tical to that found in mammalian U2 (Thomas et al., 1990). The only other apparent

information content ofC. elegans intron 30 splice sites is a peak of adenosines at -16 to
-18 nt from the 30 splice site, which presumably serves as the site of branching. Such a

variably positioned branch-point adenosine is not without precedent. It has been found

that when possible branch-point adenosines are removed from mammalian introns,

splicing proceeds through nearby alternative cryptic branch points (Ruskin et al.,

1985). A study in plants has also shown that several different adenosines in the last

third of an intron can act as branch points during splicing (Goodall and Filipowicz,

1989). This may also be the case in nematodes, whose introns bear many similarities

to those of plants. In fact, it has been observed in C. elegans that mutation of putative

branch-point adenosines does not affect 30 splice site choice (Conrad et al., 1993b).

Finally, as has been described in plants, C. elegans introns often lack the polypyr-

imidine tract found immediately upstream of the 30 splice-site (Csank et al., 1990;

Goodall and Filipowicz, 1989; Spieth and Lawson, 2006). Generally, the short uridine

stretch characterized as part of the UUUUCAG/R 30 splice site serves as the only

polypyrimidine tract (Blumenthal and Thomas, 1988).

These modified intron features are indicators of some important differences in the

C. elegans splicing mechanism. Both U2AF65 and U2AF35, shown to recognize the

polypyrimidine tract and 30 splice site in most metazoans, have been identified in

C. elegans (Zorio et al., 1997; Zorio and Blumenthal, 1999b). An early examination

of the UUUUCAG/R 30 splice site showed that mutation of the uridine residues

immediately upstream of the 30 splice site reduced proper splice site recognition
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(Zhang and Blumenthal, 1996). In subsequent studies, it was determined that

U2AF65 recognized these residues in place of a lengthy polypyrimidine tract, while

U2AF35 interacted specifically with the terminal CAG/R (Hollins et al., 2005; Zorio

and Blumenthal, 1999a). Since the remainder of C. elegans splicing machinery has

been conserved with respect to other metazoans, it is thought that, after U2AF

binding, intron splicing proceeds canonically.

Comparison of branch point and 30 splice site recognition in different phyla

suggests that they each recognize the intron border by different mechanisms, but

using orthologous proteins. In the yeast Saccharomyces cerevisiae, SF1/BBP tightly

binds the branch point, while there appears to be little consensus to direct U2AF

binding to the polypyrimidine tract, which is often missing altogether (Rutz and

S�eraphin, 1999; Wang et al., 2008). The AG at the 30 splice site may not be

recognized by any protein, since U2AF35 is not present in this organism. Inmammals

there are relatively weak consensus sequences for both U2AF65 and BBP/SF1, so

splice-site recognitionmay bemore combinatorial (Berglund et al., 1998). In worms,

there is a tight binding consensus for both U2AF subunits right at the 30 splice site,
but not for BBP/SF1.We hypothesize that U2AF recognizes theUUUUCAG/R at the

30 splice site, and then the branch-point adenosine is chosen by its proximity to SF1/

BBP, which is perhaps already bound to U2AF, as it is in the fission yeast,

Schizzosaccaromyces pombe (Huang et al., 2002). The fact that some C. elegans

introns contain noncanonical 30 splice sites may indicate that the uridine tract in the

UUUUCAG/R is sufficient to direct the splicing machinery to the correct site of

splicing (Zhang and Blumenthal, 1996). This flexibility exists because U2AF65 and

U2AF35 work in combination to specify the 30 splice site of an intron and direct U2
snRNP binding (Wu et al., 1999; Zorio and Blumenthal, 1999a).

Intron length can also influence 30 splice site choice in C. elegans (Zhang and

Blumenthal, 1996). In constructs containing 48 nt introns with the engineered 30

splice site UUUCAA/AAG, splicing occurred with equal frequency after either the

CAA or the AAG. However, when the intron length was increased to either 171 nt or

283 nt, splicing occurred predominantly after G. Furthermore, analysis of the splice

sites of 139 C. elegans introns suggests that there are actually two classes of introns:

frequent short introns, with an average length of 52 nt; and rarer long introns, with an

average length of 551 nt. Both classes have the same 50 splice site consensus

sequence but differ in the amount of variability (Fields, 1990).
5. Paired Splice Sites
The 30 ends of some C. elegans introns contain partially duplicated sequences,

paired splice sites. Similar arrangements, which lead to a process called alternative

tandem splicing, have been described in other organisms (Dou et al., 2006; Hiller

et al., 2004, 2007). In mammals, the 30 splice site of such an intron contains the

sequence NAGNAG. In this case, U2AF35 can bind either of these sequences,

demarcating two potential 30 splice points. In worms, a similar phenomenon occurs

fairly frequently (Sullivan and Blumenthal, unpublished observations). In these
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Fig. 2 Paired 30 splice site consensus sequences. The upstream 30 splice site has no consensus other

than a terminal AG. The downstream 30 splice site consists of the canonical C. elegans 30 consensus
sequence TTTTCAG, except with a G in place of the T at -7 due to the preponderance of 6 bp spacing

between the two splice sites. In introns, such sites are commonly observed separated by multiples of three

bases. At trans-splice sites, splice site separation is not constrained by reading frame. (For color version of

this figure, the reader is referred to the web version of this book.)
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cases there is a goodmatch to the UUUUCAG/R consensus, whichU2AF recognizes

as the intron border region. However, only some of the splicing actually occurs at this

sequence. The rest of it occurs at a short distance upstream at a much weaker match

to the consensus, often even at a non-AG site (Fig. 2). Documented cases of this

phenomenon generally show 6, 9, or 12 nucleotides between the two splice sites,

presumably because splicing at other nearby sites results in a frameshift and would

not be detected due to RNA degradation by nonsense-mediated decay. Indeed, this

phenomenon also occurs at trans-splice sites (see below) upstream of the translation

initiation codon, and here the spacing between the sites does not occur inmultiples of

3 (Blumenthal, unpublished).
B. Trans-Splicing

1. Components of the Trans-Splicing Reaction
During transcription of many C. elegans genes, the 50 ends of their pre-mRNAs are

replaced with a 22 nt trimethylguanosine-capped RNA leader sequence by trans-

splicing (Krause and Hirsh, 1987). The mRNAs of approximately 70% of all genes

in the C. elegans genome are trans-spliced (Blumenthal, 2005). Trans-splicing is

closely related to intron splicing and utilizes the same U2, U4, U5, and U6 snRNAs

found in the spliceosome, aswell as their associated proteins. TheU1 snRNP, however,

does not play a role in this process (Hannon et al., 1991). Instead, a different snRNP,

the SL snRNP, is required for this reaction (Bruzik et al., 1988; Thomas et al., 1988).

After transcription, some snRNA molecules are transported from the nucleus to

mature in the cytoplasm at a large protein assemblysome, the survival of motor

neurons (SMN) complex (Patel and Bellini, 2008). Here, a heteroheptamer ring of

Sm proteins is assembled around its Sm-binding site, RAUUUUGR. During assem-

bly, the arginine residues of the D1 and D3 Sm proteins can be symmetrically

dimethylated by a protein arginine methyltransferase, such as PRMT-5. It is thought

that this modification increases the stability of the Sm protein heptamer by enhanc-

ing Sm affinity to the SMN complex. After addition of the Sm ring, the 7-methyl-

guanosine cap of the snRNA is hypermethylated into a 2,2,7-trimethylguanosine
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cap. Finally, the 30 end of the snRNA is trimmed, and the molecule is transported

back into the nucleus as a mature snRNP. It is then processed with other snRNPs in

the Cajal bodies, from which it can be released to participate in splicing.
2. The SL snRNP
Evidence indicates that the SL RNA molecules also mature by this process. The

SL1 RNA (the first C. elegans SL RNA to be characterized) is transcribed by RNA

polymerase II from a gene cluster (rrs-1) on chromosome V, containing �110

tandem repeats of this gene and the gene encoding 5S rRNA in the opposite orien-

tation (Ferguson et al., 1996; Krause and Hirsh, 1987). The SL1 RNA primary

transcript is 105 nt long. Early characterization of the SL1 RNA locus showed that

it contains the same distal and proximal transcriptional promoter elements seen at

the U1, U2, U4, and U5 snRNA loci (Thomas et al., 1990). Although SL1 RNA

nuclear export and Sm assembly have never been examined, C. elegans does have an

ortholog of the SMN gene (Miguel-Aliaga et al., 1999). Furthermore SL1 RNA

contains a TMG cap and is bound by Sm proteins (Bruzik et al., 1988; Thomas et al.,

1988; Van Doren and Hirsh, 1988), features also found in most spliceosomal

snRNPs. Finally, Sm-containing SL1 snRNPs have been observed in the nucleus

(MacMorris and Blumenthal, unpublished observations). These similarities sug-

gested that the SL1 snRNP could play a role in trans-splicing analogous to the roles

played by the spliceosomal U snRNPs in cis-splicing (Bruzik et al., 1988). A

subsequent in vitro study employing extract made from the nematode Ascaris lum-

bricoides (which also uses an SL snRNP to trans-splice its pre-mRNA) showed that

synthetic SL RNAworked for trans-splicing following extract-mediated addition of

the TMG cap and the Sm proteins (Maroney et al., 1990).

In its mature form, an SL snRNP is thought to be composed of three stem-loops

and an Sm-binding domain (Bruzik et al., 1988) (Fig. 3a). The first stem-loop

contains the leader sequence, which is spliced onto an RNA molecule during

trans-splicing. The nucleotide sequence at this splice site (AG/GUAAAC) closely

mirrors the 50 splice site consensus sequence in introns (AG/GURAGU). Several

studies have examined the effects of mutations incorporated into this leader

sequence. Initial in vitro studies of trans-splicing in Ascaris extract indicated that

the leader sequence could be extensively modified without abolishing trans-splicing

(Maroney et al., 1991). Later, it was discovered that the expression of a synthetic SL1

RNA transgene could rescue the embryonic lethality induced by deletion of the

native rrs-1 SL RNA gene locus (Ferguson et al., 1996). Most deletions engineered

into the leader sequence of this SL1 RNA transgene resulted in constructs incapable

of rescuing this lethality (Ferguson et al., 1996; Xie andHirsh, 1998). The severity of

these deletions was probably due to removal of a necessary promoter element from

the leader sequence (Hannon et al., 1990), because no transgenic SL1 RNA was

transcribed from these constructs in vivo. Very small deletions or substitutions just

upstream of the splice site were less detrimental. When SL1 RNA transcription was

driven by the U2 promoter, essential features of the spliced leader could be more
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Fig. 3 (a) SL1 RNA predicted secondary structure. (b) SmY-1 RNA predicted secondary structure.

Other SmY snRNAs vary in sequence but retain this secondary structure. (c) SL2 RNA predicted

secondary structure. All the SL2 RNA variants also retain this secondary structure. In the SL RNAs,

the spliced leader sequence is shown in red. In all structures, the Sm-binding site is shown in blue. (See

color plate.)
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thoroughly explored. Only deletions or substitutions in the loop immediately

upstream of the splice site resulted in constructs capable of rescuing rrs-1 lethality

(Ferguson and Rothman, 1999).

The Sm-binding domain is flanked by the second and third stem-loops. In vitro

studies have identified a region of the stem on the second stem-loop which, when

mutated, results in an SL RNA incapable of trans-splicing (Denker et al., 1996;

Hannon et al., 1992). These studies also demonstrated that the Sm-binding site is a

necessary component of a functional SL snRNP. Finally, the aforementioned in vivo

study showed that embryonic rescue is abolished when the transgenic SL1RNA does

not contain this Sm-binding domain (Ferguson et al., 1996).
3. Catalysis of Trans-Splicing
Trans-splicing of a pre-mRNA depends on the presence of a 30 splice site upstream
from the coding sequence, without an accompanying 50 splice site upstream (Conrad

et al., 1991, 1993a). In addition to studies in C. elegans, much of the trans-splicing

mechanism has been elucidated from studies done in Ascaris extract. The trans-

splice site on the pre-mRNA is presumably bound by the U2AF and SF1/BBP

proteins and the U2 snRNP, as would occur during cis-splicing, since the consensus

sequences for cis- and trans-30 splice sites are the same (Hollins et al., 2005).
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Because there is no contiguous upstream 50 splice site, U2 cannot associate with a

bound U1 snRNP. Instead, it interacts with the 50 splice site on the SL snRNP to

initiate spliceosome formation and trans-splicing (Maroney et al., 2000).

The 50 splice site is located in the first stem-loop of the SL RNA and is conse-

quently base-paired in a manner similar to the pairing that occurs between the 50

splice site of an intron and the U1 snRNP during cis-splicing. In this case, the leader

sequence of the SL1 snRNP was proposed to act as a chimeric molecule, with the

upstream exon capable of interacting with downstream sequence in the same RNA

molecule to initiate its own splicing (Bruzik et al., 1988). However, it was subse-

quently shown that this base pairing is not required for trans-splicing in vitro

(Maroney et al., 1991).

Trans-splicing is also dependent on the U4–U5–U6 tri-snRNP (Maroney et al.,

1996, 2000). This complex interacts with the SL snRNP and the U2 snRNP at the 30

splice site to form an active spliceosome, although the mechanism of this process is

poorly understood. Presumably the trans-splicing reaction occurs analogously to the

cis-splicing reaction, so a branch-point adenosine upstream of the 30 splice site on
the pre-mRNAattacks the 50 splice site of SL snRNP, forming aY-branchedmolecule

and freeing the leader sequence (Fig. 4). Such a Y-branched structure has been
[(Fig._4)TD$FIG]

Fig. 4 Products of the trans-splicing reaction. The spliced leader of the SL1 snRNP is in red. Sequences

found in the outron of the pre-mRNA (from rsp-3, in this case) are in blue. During the trans-splicing

reaction, an upstream adenosine in the outron attacks the 50 splice site of the SL1 snRNP. The 30 end of the
SL1 spliced leader then attacks the 30 splice site on the pre-mRNA to form a capped, trans-spliced RNA

molecule. The outron is freed from the pre-mRNA but remains attached to the remainder of the snRNP by

the 20-50 phosphodiester bond at its branch-point adenosine, forming a Y-branched molecule. (For interpre-

tation of the references to color in this figure legend, the reader is referred to the web version of this book.)
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identified on Northern blots, and treatment with debranching enzyme eliminated

these branched RNAs (Bektesh and Hirsh, 1988). The 30 hydroxyl of the freed leader
then attacks the phosphodiester bond at the 30 splice site, covalently attaching itself

to the downstreamRNA as a spliced leader and becoming the first exon of themature

mRNA. This results in a trans-spliced RNA molecule, complete with the TMG-

capped spliced leader transferred from the SL snRNP (Liou and Blumenthal, 1990;

Thomas et al., 1988; Van Doren and Hirsh, 1990). This trans-spliced mRNA mol-

ecule is exported from the nucleus for translation. Because eukaryotic mRNA does

not typically contain a TMG cap, specialized isoforms of the eukaryotic initiation

factor eIF4E have evolved to recognize the TMG cap and initiate translation from

these mRNA molecules (Keiper et al., 2000; Wallace et al., 2010).
4. Properties of the Outron
The RNA between the transcriptional start site and the 30 splice site used in trans-
splicing is the outron (Conrad et al., 1991). Several studies have characterized the

features of an outron that mark pre-mRNAs for trans-splicing. An intron lacking a 50

splice site can act as an outron when placed in the 50UTR of a synthetic construct

(Conrad et al., 1991). Furthermore, if a 50 splice site was constructed upstream of the

30 splice site used in trans-splicing, RNA produced from the construct was cis-

spliced at the trans-splice site. The outron, in effect, became an exon and an intron

(Conrad et al., 1993a). Several constructs in which increasingly long artificial out-

rons, each composed only of AU-rich sequence and a 30 splice site, were placed

upstream of a genewere found to be trans-spliced efficiently if the outronwas at least

51 nt in length (Conrad et al., 1995). These studies were interpreted to mean that an

outron contains no sequences or features necessary for trans-splicing, although a

loose consensus could have been inadvertently contained in the synthetic sequence.

In addition, there appears to be a minimal length requirement, as has been observed

for introns. Apparently, a 30 splice site preceded by an adequately sized AU-rich

sequence with no upstream 50 splice site is sufficient to promote trans-splicing.

However, a recent bioinformatic analysis of information content of C. elegans out-

rons has identified a very weak consensus sequence, UUUUCUUU, termed the Ou

element, centered about 50 nt upstream from the trans-splice site (Graber et al.,

2007). The functional significance of this motif remains to be investigated.

The removal and subsequent destruction of the 50 section of many pre-mRNA

molecules by trans-splicing has complicated the task of determining the transcrip-

tional start site of trans-spliced genes. Like cis-splicing, trans-splicing is a very

efficient process (Blumenthal and Steward, 1997; Cramer et al., 2001). Also, most

C. elegans genes do not have obvious TATA boxes to indicate the approximate

location of transcription start sites. For these reasons, the transcriptional start site is

known for only a handful of trans-spliced genes (e.g., Kramer et al., 1990; Park and

Kramer, 1990). Traditional RNA-end identificationmethods, such as 50 RACE, SAGE,
TEC-RED, and even primer extension can identify the presence and location of the

spliced leader on mRNA molecules, but, since trans-splicing most likely happens
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before transcription of pre-mRNA is even complete, there is very little outron-contain-

ing pre-mRNA available from which a transcriptional start site can be identified.

Recent experiments have shown that nested primers can be used to determine

outron lengths and approximate transcriptional start sites by RT-PCR (Morton and

Blumenthal, 2011). In addition, when chromatin immunoprecipitation (ChIP) with

an antibody recognizing RNA polymerase II was performed on starved C. elegans

larvae, deep sequencing of the precipitated DNA products revealed accumulated

polymerase upstream of many genes, possibly paused at promoters (Baugh et al.,

2009). Likewise, C. elegans ChIP with an antibody recognizing the histone variant

H2A.Z (HTZ-1), followed by hybridization to DNA microarrays, indicated that this

type of histone is also often found just upstream of genes, possibly marking active

promoters (Whittle et al., 2008). The genomic sites of these polymerase and HTZ-1

peaks correspond closely to the putative start sites of several outrons analyzed by RT-

PCR (Table I). Finally, minimum outron lengths can be estimated from occasional

ESTs representing untrans-spliced RNA. Data from these multiple measures of

outron length indicate that average outrons are around 300 nt, although examples

of shorter and significantly longer outrons have also been observed (Morton and

Blumenthal, 2011).
5. Additional Components of the SL1 snRNP
At the conclusion of the trans-splicing reaction, the outron becomes attached to

the 78 nt 30 portion of the SL snRNP as a Y-branched molecule, analogous to the

lariat byproduct associated with intron splicing (Bektesh et al., 1988). This molecule

is subsequently debranched and degraded, although the Sm proteins associated with

this branchedmolecule may be recycled. The fate of the components of the truncated

snRNP is an interesting question because, unlike the U snRNPs used in cis-splicing,

the SL snRNPs required for trans-splicing are consumed in each reaction.
Table I
Estimated outron lengths

Gene Outron (RT-PCR) Longest EST ChIP-seq

rsp-3 247–255 All trans-spliced 250

rps-3 288–310 All trans-spliced 310

vha-6 363–506 All trans-spliced No peak

Y37E3.8 263–321 All trans-spliced 270

col-13 57–100 65 85

pas-3 82–146 164 No peak

idh-2 302–347 304 310

Note: These genes have all been analyzed by RT-PCR, using forward primers in the outron located successively upstream
of the gene’s trans-splice site. The transcriptional start site was determined to be in the region between the last forward
primer from which a product could be obtained and the next forward primer upstream of this site. ESTs were taken from
Wormbase, WS210. ChIP-seq data is from Baugh et al. (2009), analyzed after being loaded as a custom track on the
UCSC genome browser (http://genome.ucsc.edu/cgi-bin/hgGateway). A peak of polymerasewas not identified upstream
of all genes.

http://genome.ucsc.edu/cgi-bin/hgGateway


7. RNA Processing in C. elegans 201
Analysis of Ascaris extract has identified two proteins, SL95p and SL30p, which

specifically associatewith the SL snRNP and are necessary for in vitro trans-splicing

(Denker et al., 1996). Additional examination of their function has shown that SL95p

binds both the SL snRNP and SL30p, and that this complex can associate with SF1/

BBP, effectively bringing the SL snRNP 50 splice site into proximity with the pre-

mRNA 30 splice site (Denker et al., 2002). Recently, orthologs of SL95p and SL30p
have been identified inC. elegans (MacMorris et al., 2007). SNA-2 and SNA-1 have

also been shown to associate with the SL1 snRNP. RNAi-mediated knockdown of

sna-2 is lethal, as is the deletion of the sna-2 gene. Deletion of sna-1 produces cold-

sensitive sterility. However, the sna-1mutant animals are still capable of SL1 trans-

splicing, indicating that these proteinsmay not perform the function ascribed to them

in Ascaris.

Furthermore, some SNA-2 is found bound to a SNA-1 paralog, SUT-1. Deletion of

SUT-1 also leads to cold-sensitive sterility. This heterodimer does not associate with

any SL snRNP, but can associatewith one of the family of several recently discovered

nematode-specific snRNPs, called SmY 1-12 (Jones et al., 2009; MacMorris et al.,

2007). These SmY snRNPs are thought to fold into two stem-loops, flanking an Sm-

binding site (Fig. 3b). It has been proposed that stem-loop nucleotides of these SmY

snRNPs might base pair with complementary sequences in the stem-loops of the SL

snRNPs. These interactions may aid in recycling Sm proteins from spent SL snRNPs

after trans-splicing (MacMorris et al., 2007).
6. Trans-Splicing in Other Species
Trans-splicing is not restricted to C. elegans. Soon after the discovery of the

SL1 spliced leader and trans-splicing in C. elegans, RNA containing identical

spliced leader sequence was discovered in nematodes from several other genera

(Bektesh et al., 1988). Indeed, further analysis showed that closely related

variants of this spliced leader can be found in all but one of the five major

clades of the nematode phylum (Guiliano and Blaxter, 2006; Pettitt et al., 2008).

The high degree of conservation observed throughout most of the phylum indi-

cates that trans-splicing in nematodes probably arose in a common ancestor.

Interestingly, however, a representative of the most basal nematode clade has

trans-splicing, but its multiple spliced leaders appear unrelated to SL1 of the

other four clades.

SL-type trans-splicing has also been observed in several other phyla, including

platyhelminthes (Davis, 1997), rotifers (Pouchkina-Stantcheva and Tunnacliffe,

2005), cnidaria (Stover and Steele, 2001), the primative chordates Ciona intestinalis

(Vandenberghe et al., 2001) and oikopleura (Ganot et al., 2004), and trypanosomes

(Sutton and Boothroyd, 1986), as well as several others including some but not all

arthropods (Douris et al., 2010). Although all of these organisms attach a spliced

leader to their RNA, the leader sequences, as well as the SL RNAs that donate them,

are unrelated to those found in nematodes. Additionally, these widely divergent

phyla are evolutionarily separated from each other by phyla in which trans-splicing
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has not been observed, so it is very likely that trans-splicing has arisen independently

numerous times (Douris et al., 2010).
7. A Second Class of Spliced Leaders
Shortly after the discovery of trans-splicing in C. elegans and the characteri-

zation of the SL1 RNA, another spliced leader was found at the 50 ends of mRNA

molecules transcribed from specific genes (Huang and Hirsh, 1989). This second

spliced leader, designated SL2, was found to be transcribed from several snRNA

genes scattered throughout the genome. It is also capped with trimethylguanosine,

contains an Sm protein binding site, and is predicted to fold into a structure

closely resembling that of SL1 RNA (Fig. 3c). Soon after, several additional SL

RNA genes were identified through characterization of their novel spliced leaders

on various mRNA molecules (Ross et al., 1995) (Kuwabara et al., 1992). Further

analysis indicated that these additional SL RNA genes are variants of SL2 RNA.

Eleven SL2 variants, SL2 to SL12, are encoded by 18 genes scattered throughout

the genome (MacMorris et al., 2007).

An early examination of SL2 trans-spliced genes showed that the SL2 spliced

leader is exclusively attached to pre-mRNAs transcribed from genes located in

downstream positions in operons (discussed in the following section)

(Spieth et al., 1993). It is thought that the SL2 snRNP trans-splicing reaction occurs

analogously to that of the SL1 snRNP, although systematic studies of its mechanism

have not been reported. In vivo analysis using a marked SL2 RNA construct has

shown that the sequence of the first 20 nt of the spliced leader can be altered without

a significant drop in trans-splicing efficiency (Evans and Blumenthal, 2000). In

contrast, the primary sequences of stem II and stem-loop III are necessary for trans-

splicing activity and/or specificity. Unlike the SL1 snRNP, the SL2 snRNP does not

associate with SNA-1 or SNA-2. It can potentially base-pair with the stem-loops of

SmY snRNPs, an observation that provides additional support for the idea that the

SmY snRNPs have a role in Sm recycling (MacMorris et al., 2007). It has also been

found that SL2 RNA overexpression will partially rescue the lethality resulting from

deletion of the rrs-1 (SL1 RNA) locus (Ferguson et al., 1996). Thus, when forced,

SL2 snRNP can function in place of SL1. Clearly, however, the two classes of SL

snRNP are not completely interchangeable, since the SL2 snRNP normally does not

donate a spliced leader to pre-mRNAs transcribed from nonoperon genes or first

genes in operons (Hillier et al., 2009; Spieth et al., 1993).

Like the SL1 spliced leader, the SL2 spliced leader can be found in other species of

nematode (Blumenthal, 2005; Evans et al., 1997; Lee and Sommer, 2003). All of

these nematode species are relatively closely related to C. elegans, indicating that

this second spliced leader evolved at some point subsequent to the divergence of the

rhabditid group of nematodes (Guiliano and Blaxter, 2006). Furthermore, while the

SL1 spliced leader is largely invariant throughoutmost of the nematode phylum, SL2

sequence varies considerably between different species. In all cases, it is used to

trans-splice downstream genes in operons. However, operons have been discovered
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in nematode species outside the Rhabditina clade DITTO that use SL1 or SL1

variants to trans-splice downstream gene mRNAs (Liu et al., 2009).
C. Operons

1. Operon Architecture
TheC. elegans genome contains more than 1000 operons, in which several closely

clustered genes are transcribed from a single, upstream promoter, and the resulting

polycistronic pre-mRNA is cut into monocistronic units by 30 end formation and

trans-splicing, before the individual mRNAs exit the nucleus for translation

(Blumenthal, 2005; Nilsen, 1994; Spieth et al., 1993). Unlike bacterial operons,

these operon genes usually encode metabolically unrelated products.
2. Discovery of C. elegans Operons
The discovery of operons in C. elegans (Spieth et al., 1993) (Fig. 5a) was facil-

itated by identification of the SL2 spliced-leader attached to only a subset of

mRNAs. As SL2 trans-spliced mRNAs were identified, it was observed that they

were always transcribed from genes located in the same orientation and immediately

downstream of other genes, usually with only 100 bp separating the 30 end of the
[(Fig._5)TD$FIG]

Fig. 5 TypicalC. elegans operons. A single promoter (arrow) drives expression of both genes, in which

exons are depicted as colored boxes and introns are shown as chevrons. Each gene contains an independent

30 end formation signal (AATAAA). (a) An SL2-type operon. An intercistronic region (ICR) averaging

approximately 100 nt (shown as a bold line) separates the genes within the operon. As 30 end formation

occurs in the upstream gene, the downstream gene is trans-spliced with an SL2 spliced leader and the ICR

is excised as a Y-branched molecule on the used SL2 snRNP. (b) An SL1-type operon. This type of operon

contains no ICR and trans-splicing of the downstream genes is conducted by the SL1 snRNP. Studies

have shown that 30 end formation of the upstream gene can occur by the canonical mechanism, in which

case RNA cleavage destroys the trans-splice site of the downstream gene. Alternately, trans-splicing of the

downstream gene can inhibit canonical 30 end formation of the upstream gene. New evidence suggests,

however, that downstream trans-splicing in this type of operon may simultaneously act as an alternate 30

end processing pathway in the upstream gene, allowing both genes in the operon to be expressed. (For

color version of this figure, the reader is referred to the web version of this book.)
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upstream gene and the site of SL2 trans-splicing at the 50 end of the downstream

gene. Furthermore, attempts to identify upstream promoters conferring SL2 speci-

ficity to transcripts from these downstream genes were unsuccessful (Blumenthal,

1995). Ultimately, the identification of cDNA containing the last exon of an

upstream gene followed by a short intercistronic region (ICR) and the downstream

gene indicated that both genes were transcribed together from a common upstream

promoter (Spieth et al., 1993).

However, the strongest evidence for operons comes from the almost perfect

correlation between SL2 trans-splicing and the location of the trans-splice site at a

downstream position in a tight gene cluster (Blumenthal et al., 2002). For this reason,

these operons have been named SL2-type operons. Recently this evidence has been

extended to the entire genome by analysis of the transcriptome by deep sequencing

(Allen et al., 2011). This analysis demonstrates that SL1 and SL2 trans-splicing

occur on different genes and that frequent SL2 trans-splicing is almost perfectly

correlated with downstream genes spaced about 100 bp from the 30 end of a gene

upstream.

Around 15% of the genes in C. elegans are arranged in operons (Blumenthal and

Gleason, 2003). These operons are concentrated within the central region of the

autosomes and there is a paucity of operons on the X chromosome

(Blumenthal et al., 2002). Each operon contains from two to eight genes, usually

transcribed from a single upstream promoter, although some operons also contain

internal promoters (Huang et al., 2007). Although operons in nematodes do share

some similarities with bacterial operons, they are evolutionarily unrelated. Instead,

they evolved independently, presumably after the development of trans-splicing.

Trans-splicing can isolate translatable single-gene units from a polycistronic pre-

mRNA. These capped and spliced monocistronic mRNAs can then be exported from

the nucleus for translation. The RNA transcribed from the first genes in operons is

not always trans-spliced, but when trans-splicing does occur, it is to SL1, as occurs in

transcripts from genes not in operons.
3. Functional Relationships of Operon Genes
Often the genes within a single C. elegans operon appear functionally unrelated,

although numerous instances of related genes being expressed in a single operon

have been observed. For example, an operon has been identified that contains genes

encoding U2AF35 and SF1/BBP, proteins involved in 30 splice-site recognition,

along with a third gene, cyn-13, the human ortholog of which is also spliceosome-

associated. Indeed, groupings similar to this one have been found to occur more

frequently than expected by chance (Blumenthal and Gleason, 2003). It has also been

observed that genes expressed preferentially in the female germ line occur in operons

significantly more frequently than expected by chance (Reinke and Cutter, 2009).

These tend to be genes encoding proteins involved in universal processes such as gene

expression (the basic machinery of transcription, RNA degradation, splicing, and

translation) or mitochondrial function. Conversely, genes encoding proteins expressed
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only in certain tissues or developmental stages (such as transcription factors and

collagens) are rarely found in operons (Blumenthal andGleason, 2003). Thus, operons

may have evolved in nematodes not to coordinate expression of similarly regulated

genes, but to ensure universal expression of continuously needed gene products

(Blumenthal, 2004). It has been proposed that in C. elegans operons serve to allow

rapid response to global signals (Blumenthal and Gleason, 2003). In support of this

idea, it has recently been shown that operons serve to respond to a need for growth

following starvation or during development (Zaslaver et al., 2011).

Several studies have shown that the transcripts from genes in operons are not

always present in equal amounts (Blumenthal, 2005; Cutter et al., 2009). This could

be due to a variety of causes. For example the individual mRNAs might have

different stabilities; processing sites might have differential or even regulated effi-

ciencies, resulting in failure to make stable downstreammRNAs or even termination

of transcription. Recently, it has been demonstrated that some operons contain

internal promoters (Huang et al., 2007; Whittle et al., 2008). Hybrid operons feature

an upstream promoter, which drives expression of all genes in the cluster, but they

also contain an additional internal promoter, located within the operon. Presumably,

such a system allows transcription of all genes from the promoter at the 50 end of the
complex, while allowing transcription of specific genes in the operon during various

periods of alternative metabolic requirements. Recent transcriptome evidence sug-

gests that the promoters within the operons tend to be differentially regulated

compared to those at the operon 50 ends (Allen et al., 2011).
4. Elements Controlling SL2 Trans-Splicing
The mechanism that controls SL2 specificity is incompletely understood,

although intensive study of the process since its discovery has resolved some ques-

tions. During processing, a polycistronic pre-mRNA must be divided into separate

genes, each competent for nuclear export and translation. At the 30 end of every gene,
several signals have been identified that signal the RNA processing machinery to

cleave the nascent RNA from the polymerase and polyadenylate it (Mandel et al.,

2008). Key among these signals is the polyadenylation signal, AAUAAA (Wickens

and Stephenson, 1984). The machinery of 30 processing will be discussed in a later

section. Typically, 30 processing in some way signals the RNA polymerase to termi-

nate transcription (Rosonina et al., 2006), and this must be prevented at 30 end
formation sites within operons. There are currently two models to describe how

termination might occur: the allosteric model and the torpedo model. According to

the allosteric model, interaction with the 30 processing machinery induces a confor-

mational shift in the RNA polymerase, resulting in weaker binding to DNA, reduced

processivity, and termination (Logan et al., 1987). The torpedo model proposes that

the uncapped RNA produced downstream of the 30 cleavage site is subject to rapid

50!30 degradation (Connelly andManley, 1988; Kim et al., 2004;West et al., 2004).

The exonuclease responsible for this eventually catches up to the polymerase, knock-

ing it off the DNA. A hybrid termination model combines features of both of these
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mechanisms (Luo et al., 2006). Whatever the mechanism, within operons, this

termination signal either never occurs or is inhibited. Polymerase continues to

transcribe downstream genes and only terminates after the last gene in the operon

(Haenni et al., 2009).

Several features of the operon help carry out the processing. The nucleotides

between the polyadenylation site of an upstream gene and the trans-splice site of a

downstream gene constitute the ICR. Typically, an ICR is around 100 nt long,

although examples of significantly longer ICRs have been observed

(Blumenthal et al., 2002). This region and the nearby upstream 30 end processing

signals have been extensively examined for sequence elements and motifs that

enable RNA processing machinery to suspend transcription termination and cor-

rectly SL2 trans-splice downstream genes (Huang et al., 2001). An upstream poly-

adenylation site is not necessary to specify downstream SL2 trans-splicing, although

it does appear to play some role in favoring SL2 over SL1 (Kuersten et al., 1997;

Spieth et al., 1993). Removal of the AAUAAA still allows SL2 trans-splicing, but

SL1 trans-splicing increases.

The fact that the AAUAAA is somehow involved and the strong tendency for the

ICR to be just about 100 bp long suggested the 30 end formation machinery might be

involved in the specification of SL2 trans-splicing. It is possible that the AAUAAA

specifies downstream transcription termination, and the short ICR ensures that

downstream trans-splicing occurs before termination occurs (Spieth et al., 1993).

Also, analysis of the SL2 snRNP showed that it coimmunoprecipitates with a protein

component of the 30 end processing machinery, named for its mammalian ortholog-

cleavage stimulation factor, 64kd subunit (CstF-64) (Evans et al., 2001).

Importantly, residues in the third stem-loop, necessary for SL2 trans-splicing spec-

ificity (Evans and Blumenthal, 2000), were also required for CstF-64 interaction.

Analysis of the sequence within the ICR identified the uridylate-rich (Ur) element

(Huang et al., 2001). It was initially thought to have no consensus sequence and be

identifiable only based on its nucleotide content. The mutation of this element

resulted in complete loss of downstream RNA. If 30 end formation was prevented,

downstream RNA did accumulate, but if the Ur element was absent, only SL1 trans-

splicing was observed. Further in vivo analysis showed that, in an operon construct

driven by a heat shock promoter, uncapped RNA extending from the 50 end of the Ur
element through the downstream gene could be detected (Liu et al., 2003), indicating

that this element likely transiently stabilized downstream pre-mRNA to allow SL2

trans-splicing to occur. This stability could be recapitulated by the replacement of

the Ur element with MS2 coat protein binding sites combined with expression of the

MS2 coat protein.

Given the established relationship between the SL2 snRNP and CstF64, it was

initially hypothesized that the Ur element served as the binding site for this proces-

sing factor. However, recent in vitromutational analysis of both the 30 end formation

signals and Ur element, coupled with a bioinformatic analysis of trans-splicing

control elements have shown that CstF64 actually binds to a U-rich sequence just

downstream from the 30 cleavage site. The Ur element is a separate feature
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(Graber et al., 2007). Subsequent study has shown that the Ur element contains a

highly conserved hairpin of variable sequence, followed closely by a UAYYUU

consensus sequence (Lasda et al., 2010). Both of these elements are required for

downstream SL2 trans-splicing in vitro. Interestingly, the UAYYUU sequence is

complementary to the sequence surrounding the donor splice site on the SL2 snRNP,

indicating that the same type of interaction may occur here as occurs between the U1

snRNP and the 50 splice site during cis-splicing, except that in trans-splicing, the

splice site is on the snRNP and the site that binds it is on the pre-mRNA.

These observations have produced the following current, albeit incomplete, model

of SL2 trans-splicing to downstream genes in operons. Transcription proceeds

through the first gene, and 30 end formation factors are recruited to cleave and

polyadenylate the mRNA. The polymerase continues to transcribe the operon, but

termination is inhibited, possibly by CstF-facilitated recruitment of the SL2 snRNP

to the Ur element. This protects the uncapped RNA downstream from this cleavage

event from degradation and inhibits the torpedoing of the polymerase. The SL2

snRNP then interacts with the trans-splice site of the downstream gene, initiating

spliceosome formation. Once trans-splicing occurs, the downstream RNA is capped

and safe from degradation so the polymerase can continue to transcribe without

premature termination.

As noted previously, there are several different species of SL2 spliced leader

(MacMorris et al., 2007; Ross et al., 1995). Any additional specificity rendered

by these variant SL2s has not been discovered, although they could be involved in

spatial or temporal regulation of gene expression.
5. SL1-Type Operons
There is a second type of operon inC. elegans, the SL1-type operon (Fig. 5b). This

class of operon does not contain a canonical 100 nt ICR between its genes. Instead,

the polyadenylation signal of the first gene immediately precedes the trans-splice

site of the second gene; that is there is no ICR at all. Initially, the overlap between

these two sites led researchers to suggest that trans-splicing of the downstream gene

would leave a free 30 end on the upstream mRNA that could then be polyadenylated,

instructed by the polyadenylation signal that is present just upstream of the trans-

splice site. However, experiments with one SL1-type operon suggested that, at least

in this case, formation of the 30 end of the upstreammRNA is not dependent on trans-

splicing of the downstreammRNA (Williams et al., 1999). It was concluded that any

given pre-mRNA from an SL1-type operon could give rise to either a functional

mRNA for the upstream gene or the downstream gene, but not both, since 30 cleavage
for the upstream mRNA would destroy the trans-splice site of the downstream

mRNA. Conversely, trans-splicing of the downstream mRNA would leave a

branched upstream mRNA, which might or might not allow formation of the

upstream mRNA. This would result in a rather interesting regulatory situation.

Recently, processing of this type of operon has been reexamined. As the results of

various transcriptional deep-sequencing projects have been reported, it has been
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noted that polyadenylation of the upstream mRNA in these operons almost always

occurs precisely at the AG of the trans-splice site, even though polyadenylation on G

residues is extremely rare in C. elegans (Blumenthal, unpublished observations.)

This observation suggests strongly that trans-splicing of the downstream gene

mRNA is actually the process responsible for 30 end formation of the upstream gene

mRNA. Upstream 30 end cleavage by trans-splicing would represent a novel RNA-

processing mechanism.

Incidental observations indicate that this mechanism could be employed occa-

sionally even in canonical SL2 operons. Indeed, during the initial characterization of

operons in C. elegans, RNA that terminated not at the polyadenylation sequence of

an upstream gene but at the downstream trans-splice site was detected (Spieth et al.,

1993). Furthermore, in cases where the upstream gene in an operon does not contain

a well-recognized polyadenylation signal, 30 end formation often fails to occur.

When this happens, trans-splicing of the downstream gene and polyadenylation of

the upstream gene occurs at the 30 end generated at the downstream trans-splice site,

effectively creating a long 30 UTR of the upstream gene (Liu et al., 2003).
6. How Widespread are Operons?
Although operons in metazoans were first discovered inC. elegans, they are by no

means unique to this group of nematodes or indeed to the nematode phylum. They

are also present inC. briggsae, as well as several other species in the rhabditid group.

Evidence for operons exists for more distantly related nematodes, including Brugia

malayi and Ascaris suum (Guiliano and Blaxter, 2006; Liu et al., 2010; ). Although

operons have not yet been identified in the nematode species most distantly related

to C. elegans, such as Trichinella spiralis, the presence of a spliced leader in this

species makes their existence possible (Pettitt et al., 2008). It is reasonable to

suppose that operons evolved shortly after the arrival of trans-splicing and are

universal among nematodes. Once formed, operons are, of necessity, extremely

difficult to lose, evolutionarily. Since downstream genes are now separated from

their promoters, their duplication or transposition is less likely to result in a func-

tional gene (Qian and Zhang, 2008). Additionally, since processing of the polycis-

tronic RNA resulting from operons requires trans-splicing, out-of-frame start codons

can evolve in the DNA sequences upstream of a trans-splice site (Blumenthal, 2005).

For this reason, studies have concluded that, once formed, operons are not easily lost

through evolution. However, even in closely related species, such as C. elegans and

C. briggsae, separated by about 100 million years of evolution, operon content and

arrangement are notably different (Qian and Zhang, 2008). When more distantly

related nematodes were also examined, these authors documented numerous addi-

tional instances of operon loss and rearrangement.

Outside of the nematode phylum, operons have been reported in several additional

phyla. It appears that in all of these instances trans-splicing has arisen independently

(from cis-splicing), and that operons subsequently arose in the genome. In at least

two cases, arthropods and chordates, it appears that trans-splicing and possibly
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operons arose relatively recently, since most branches of these phyla do not have

these features (Douris et al., 2010).
D. 30 End Formation

1. Canonical 30 Processing Factors in Worms
In C. elegans, orthologs of all members of each of the 30 end formation complexes

can be found, although some differences in their functionality have been proposed.

For instance, it has been observed that the polyadenylation signal in C. elegans is

more variable than seen in other organisms. Only around 50%of all genes contain the

canonical AAUAAA sequence. Instead, many different variations of this sequence

are employed, including AAUGAA, UAUAAA, GAUAAA, CAUAAA, UAUGAA,

and AUUAAA (Hajarnavis et al., 2004). Additionally, roughly 7% of genes have no

recognizable signal related to AAUAAA at all (Blumenthal and Steward, 1997;

Salisbury et al., 2006). This sequence variability indicates that CPSF-160 may

recognize this signal differently in C. elegans than it does in higher metazoans, even

though the protein sequence is reasonably well conserved. Furthermore, analysis of

30 cleavage sites in C. elegans ESTs has shown that RNA cleavage typically occurs

�20 nucleotides downstream of the polyadenylation signal (Hajarnavis et al., 2004).

Studies examining the mechanisms behind these differences have not been

performed.

Similar to CPSF-160, the CstF-64 protein seems to have also become specialized,

although its exact role remains unclear. While the mammalian CstF-64 protein

contains 597 amino acids, the C. elegans ortholog contains only 336 amino acids.

Conservation between the two proteins extends only through the N-terminal region

(approximately the initial 200 amino acids.) The entire C-terminal section of the

C. elegansCstF-64 aligns very poorly to its mammalian counterpart (Salisbury et al.,

2006), an indication that this section of the protein may have evolved a specialized

function in nematodes. Furthermore, bioinformatic analysis has indicated that the

CstF-64 binding site on the mRNA is not the canonical GU-rich sequence �25 nt

downstream from the cleavage site, as is found in mammals, but rather a U-rich

region just 30 to the site of cleavage (Graber et al., 2007).
2. Additional Proteins Implicated in 30 Processing

Recently, several additional proteins have been implicated in 30 end formation in

C. elegans (Cui et al., 2008). The genes encoding these proteins were discovered in a

screen for suppressors of the Muv phenotype of an unusual deletion/insertion allele

in the lin-15 operon that revealed several 30 end formation and transcription termi-

nation proteins. The screen was conducted in a C. elegans strain in which a genomic

fragment containing the 30 end and downstream region of the nonoperon gene

H18N23.2 had been transposed into the third exon of the lin-15B gene. Since lin-

15B is in an operon, upstream of lin-15A, insertion of this site not only inactivates
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lin-15B, but also terminates transcription upstream of lin-15A. The combined

absence of both of these gene products results in an easily identifiable synthetic

phenotype, characterized by several vulvae protruding from the side of the mutant

animals. When these animals were subjected to a genome-wide RNAi screen, the

multivulva phenotype was suppressed by the inactivation of genes responsible for

(among other things) 30 end formation or transcription termination.

In addition to identifying several of the genes producing components of the CPSF

and CstF complexes, this screen implicated the genes cids-1, cids-2, nrd-1, and rsp-6

in these processes. The cids-1 gene is an ortholog of the S. cerevisiae gene RTT103.

In yeast, Rtt103p is a member of a complex, also containing Rat1p and Rai1p, that

have a role in transcription termination (Kim et al., 2004). The cids-2 gene is a

paralog of cids-1 and has no similarity to any other known gene. Even within

C. elegans, similarity between the genes is restricted to a single region known to

interact with the C-terminal domain of RNA polymerase II, the CIDmotif. The nrd-1

gene is an ortholog of the yeast gene NRD1, known to play a role in the termination

of small nuclear RNAs and of cryptic unstable transcripts (CUTs) (Arigo et al., 2006;

Thiebaut et al., 2006). It also contains a CID motif, but has not been previously

linked with cids-1 or cids-2. Finally, rsp-6 encodes the SR protein SRp20, known to

have a role in alternative splicing (de la Mata and Kornblihtt, 2006; Longman et al.,

2000).

Additional analysis indicated that both CIDS-1 and CIDS-2 are involved in 30 end
cleavage, but the specific nature of their roles is still unclear. Likewise, NRD-1 may

help stimulate 30 end cleavage, although its role in terminating CUTs may have also

been a factor in its identification as a suppressor of 30 end formation and transcrip-

tion termination. Finally, SRp20 functions in transcription termination without

affecting 30 end cleavage, although its mechanism of action remains undetermined

(Cui et al., 2008).
3. A Summary of RNA Processing in C. elegans
As in other eukaryotes, RNA processing in C. elegans occurs primarily during

transcription. Intron splicing is conducted by the canonical spliceosomal machinery,

but the 30 splice-site consensus sequence is markedly different from that found in

other splicing organisms. Additionally, the splicing machinery is occasionally capa-

ble of splicing at noncanonical sites. These features have allowed C. elegans introns

to be unusually short, when compared with the introns of other organisms.

C. elegans RNA is also processed in several other unique ways. The 50 region of

approximately 70% of transcripts is replaced by a common 22 nt capped leader

sequence through trans-splicing, catalyzed by the specialized SL1 snRNP. The

discarded 50 piece of RNA, the outron, is removed and degraded during this process,

making it difficult to identify the promoter and transcriptional start site for these

C. elegans genes. Trans-splicing has also facilitated the evolution of operons, since

this process allows a polycistronic pre-mRNA to be divided into several capped

monocistronic transcripts.
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As upstream genes in an operon are transcribed, CPSF and CstF stimulate 30 end
formation at the end of each gene-encoding section. RNA polymerase termination,

usually coupled with 30 end formation, is suspended. It is possible that this is

mediated by the CstF64 interaction with the SL2 snRNP, which is used specifically

to trans-splice downstream genes in operons. Downstream SL2 specificity appears

to be ensured by the Ur element in the ICR, which is capable of base pairing with the

SL2 snRNP after its arrival during upstream 30 end formation. The RNA duplex may

be sufficient to protect the downstream RNA from degradation until trans-splicing

places a new cap on its 50 end. It is also possible that recently discovered proteins

CIDS-1 or CIDS-2 may play some role in coordinating 30 end formation, trans-

splicing, and transcription termination in C. elegans operons.
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Abstract
Originally discovered in C. elegans, microRNAs (miRNAs) are small RNAs that

regulate fundamental cellular processes in diverse organisms. MiRNAs are encoded

within the genome and are initially transcribed as primary transcripts that can be

several kilobases in length. Primary transcripts are successively cleaved by two

RNase III enzymes, Drosha in the nucleus and Dicer in the cytoplasm, to produce

�70 nucleotide (nt) long precursor miRNAs and 22 nt long mature miRNAs,

respectively. Mature miRNAs regulate gene expression post-transcriptionally by

imperfectly binding target mRNAs in association with the multiprotein RNA

induced silencing complex (RISC). The conserved sequence, expression pattern,

and function of some miRNAs across distinct species as well as the importance of

specific miRNAs in many biological pathways have led to an explosion in the study

of miRNA biogenesis, miRNA target identification, and miRNA target regulation.

Many advances in our understanding of miRNA biology have come from studies in

the powerful model organism C. elegans. This chapter reviews the current methods

used in C. elegans to study miRNA biogenesis, small RNA populations, miRNA–

protein complexes, and miRNA target regulation.
I. Introduction
microRNAs (miRNAs) play a major role in regulating many important processes

including cellular differentiation and proliferation, developmental timing, hemato-

poiesis, immune responses, apoptosis, and nervous system patterning (Fineberg

et al., 2009; Gangaraju and Lin, 2009; Latronico and Condorelli, 2009; Negrini

et al., 2009; O’Connell et al., 2010; Subramanian and Steer, 2010). Consequently,

alterations in miRNA levels, timing of expression, or target recognition can have

devastating consequences including cancer (Kai and Pasquinelli, 2010; Medina and

Slack, 2008).

Most miRNAs are transcribed by RNA polymerase II as independent transcripts or

as RNAs embedded within introns of protein-coding messenger RNAs (Davis and

Hata, 2009). These miRNA transcripts, called primary miRNAs, are capped, poly-

adenylated, and can be several thousand nucleotides (nt) long (Davis and Hata,

2009). Primary miRNAs are successively cleaved into �70 nt hairpin precursor

miRNAs and then to 22 nt mature miRNAs by two RNase III enzymes respectively

called Drosha andDicer (DRSH-1 andDCR-1 inC. elegans) (Davis andHata, 2009).

Mature miRNAs guide the argonaute protein ALG-1/2 to a specific target mRNA

(Grishok et al., 2001; Okamura et al., 2004). In animals, the mature miRNA is

imperfectly complementary to the target site and though most miRNA-ALG-1/2

complexes bind to the 30UTR, target binding can also occur in the 50UTR, exons, and
introns (Davis and Hata, 2009; Zisoulis et al., 2010). ALG-1/2 associates with the

RISC to regulate gene expression by inhibiting translation or triggering degradation

of the target mRNA (Chekulaeva and Filipowicz, 2009).
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Originally discovered in C. elegans as genes that regulate developmental timing,

miRNAs regulate fundamental processes in diverse organisms and are often con-

served between species (Lee et al., 1993; Pasquinelli et al., 2000; Reinhart et al.,

2000). This conservation, as well as the availability of miRNA mutants makes

C. elegans an important system to study the mechanisms of miRNA biogenesis,

target identification, and function (Kato and Slack, 2008).

This chapter details current methods used to isolate miRNA species, analyze

primary, precursor, and mature miRNA expression, map the 50 and 30 ends of

miRNA primary and cleavage products, identify small RNA populations, analyze

miRNA–protein complexes, and construct reporters and transgenic strains to

analyze miRNA target regulation. Though specific for the analysis of small RNAs,

these methods can also be adapted to study mRNA expression or mRNA–protein

interactions.
II. Rationale, Methods, and Materials
I.
 Total RNA isolation
II.
 Analysis of primary, precursor, and mature miRNA expression
III.
 RACE mapping of miRNA primary and cleavage products
IV.
 Deep sequencing of small RNA populations
V.
 Analysis of miRNP complexes
VI.
 Construction of transgenic strains to analyze miRNA expression and target

regulation
I. Total RNA Isolation

Though standard protocols can be used for RNA isolation in C. elegans, to ensure

isolation of high-quality RNAs of all sizes, including small 22 nt mature miRNAs,

the following double-RNA-extraction method is preferred. This method is based

upon the Trizol RNA isolation protocol (Invitrogen) and can be used to isolate RNA

from embryos or larval and adult stage worms. RNA generated from this procedure

can be used for any application, including those described in Sections II to V.
A. Worm Collection and Preparation for RNA Isolation
For analysis of miRNA expression at specific developmental time points, plate

synchronized larval stage 1 (L1) worms on the appropriate bacterial food source and

washworms off plates withM9 at the desired time point. Rockworms inM9 (22 mM

KH2PO4, 42 mM Na2HPO4, 85.5 mM NaCl, 1 mMMgSO4) in 15 mL conical tubes

for 20 min to allow digestion of bacterial food. Pellet worms with centrifugation and

transfer to 1.5 mL tubes. Pellet again, remove excess liquid, and snap-freeze in a dry

ice–ethanol bath. Worm pellets of 50–100 mL will yield at least 50 mg of total RNA.
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B. RNA Isolation Method
Add �100 mL of Trizol (Invitrogen) to the frozen worm pellet for a total volume

of 200 mL. Grind worms in Trizol with a hand-held electric homogenizer that fits

1.5 mL tubes until the solution is cloudy and no clumps are visible. Add 800 mL of

Trizol to lysed sample, mix, and let sit at room temperature (RT) for at least 5 min.

After all samples have been homogenized as above, add 200 mL of chloroform:

isoamyl alcohol (24:1) to each sample, shake for 30 s, and let sit at RT for 3 min. Spin

samples at 12,000g for 15 min at 4 �C. Transfer the RNA-containing supernatant to
an equal volume of chloroform:isoamyl alcohol. Shake to mix, and spin at top speed

for 5 min at RT. Transfer the supernatant to an equal volume of isopropanol and 1 mL
of 20 mg/mL glycogen. Mix samples briefly and incubate at�20 �C for at least 1 h,

which is important for efficiently precipitating small RNAs. Spin samples at

12,000 g for 10 min at 4 �C. Carefully remove the supernatant and add 1 mL of

75% ethanol to the RNA pellet. Spin samples at 12,000 g for 5 min at 4 �C. Carefully
remove all of the supernatant. Briefly dry pellets in a 50–58 �C oven for�5 min or at

RT for�10 min. Resuspend pellets in 200 mL of DEPC water preheated to�68 �C.
It is very important to thoroughly resuspend the RNA at this step and ensure that the

pellet has gone into solution entirely.

Next, a second RNA-extraction step is performed to further purify the RNA. If

samples are to be analyzed by RT-PCR, a DNase treatment can be performed as

described below in Section II before continuing with the second RNA extraction.

Add 20 mL of 3 MNaOAc pH 5.2 and 220 mL of phenol:chloroform:isoamyl alcohol

(25:24:1) to eachRNA sample. Vortex briefly tomix, and spin at top speed for 5 min at

RT. Transfer supernatant to 220 mL of choloroform:isoamyl alcohol (24:1). Vortex

briefly and spin at top speed for 5 min at RT. Transfer supernatant to 220 mL of

isopropanol and 1 mL of 20 mg/mL glycogen. Vortex samples briefly and precipitate

by incubating at�20 �C for at least 1 h. Spin samples at 12,000 g for 10 min at 4 �C.
Carefully remove the supernatant and add 1 mL of 75% ethanol to the pellet. Spin

samples at 12,000 g for 5 min at 4 �C. Carefully remove all of the supernatant. Briefly,

dry pellets in a 50–58 �C oven for �5 min or at RT for �10 min. Depending on the

pellet size, resuspend pellets in 30–50 mL of DEPC water preheated to �68 �C.
Determine RNA concentration by diluting RNA 100-fold in 1�Tris EDTA (TE)

buffer pH 7.4 and analyzing the A260 value by spectrophotometry. Pure RNA typi-

cally has an A260/A280 reading of 1.8–2. An A260/A230 ratio less than 2 or 1.5

signifies contamination by genomic DNA or extraction chemicals, respectively.

II. Analysis of Primary, Precursor, and Mature miRNA Expression

Mature 22 nt miRNAs originate from genome-encoded primary miRNA (pri-

miRNA) transcripts that are mostly transcribed by RNA polymerase II, capped,

polyadenylated, and multiple kilobases in length (Davis and Hata, 2009).

Cleavage of the pri-miRNA in the nucleus by the RNase III enzyme Drosha in

association with Pasha produces the�70 nt precursor miRNA (pre-miRNA) hairpin

(Davis and Hata, 2009). Further cleavage by the RNase III enzyme Dicer in the
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cytoplasm releases the 22 nt mature miRNA (Davis and Hata, 2009). Regulation of

mature miRNA levels can be accomplished by controlling any step in the miRNA

biogenesis pathway (Winter et al., 2009). Though some control mechanisms ubiq-

uitously affect miRNA expression, others are specific for particular miRNAs (Kai

and Pasquinelli, 2010; Winter et al., 2009). To gain a complete understanding of

miRNA expression and determine the mechanisms controlling miRNA biogenesis,

analysis of pri-, pre-, and mature miRNA levels is necessary.
C. Analysis of Primary miRNAs by Agarose Northern Blotting
This method allows concurrent analysis of multiple pri-miRNA isoforms, depend-

ing on sufficient differences in their sizes. For example, the three pri-let-7 transcripts

or two pri-lin-4 transcripts in C. elegans can be resolved by denaturing 1% agarose

gels and detected by this northern blotting protocol (Bracht et al., 2004; Bracht et al.,

2010; VanWynsberghe et al., 2011). The northern blotting protocol is comparable to

that used to detect mRNAs except that the often low abundance of pri-miRNAs

necessitates that at least 10mg of total RNA, prepared by themethod described above

in Section I, is used for each sample.
1. Running and Transferring
Make a 1% agarose gel in MOPS/EDTA running buffer (40 mM MOPS pH 7.0,

2 mM EDTA). Prepare samples by adding 10 mg of total RNA in a total volume of

10 mL to 15mL ofMOPS/EDTA running buffer and 5mL of 37% formaldehyde. Heat

samples at 70�C for 10min and then transfer to ice for 1min. Add 6 mL of 6� glycerol

loading buffer (30% glycerol, 0.25% bromphenol blue, 0.25% xylene cyanol) to each

sample before loading. Run the gel at 80 to 125 V for at least 2 h. Visualization of the

rRNA bands by ethidium bromide (EtBr) staining is used to confirm even loading and

nondegraded RNA samples before proceedingwith northern blotting. Rinse gel gently

in sterile water with shaking. Equilibrate membrane (Bio-Rad Zeta Probe GT), cut to

the same size as the gel, in ddH2O followed by 10� SSC (3 M NaCl, 0.3 M sodium

citrate, pH 7.0). Assemble the transferring setup at RT by layering: glass tray contain-

ing 10� SSC, upside-down gel casting tray, two sheets of Whatman 3MM paper

wetted in 10� SSC with ends dipped in the 10� SSC in the glass tray to act as wicks,

gel with bottom side facing up, membrane, three pieces of Whatman 3MM paper

wetted in 10� SSC and cut to the size of the membrane, a stack of paper towels 5–10

cm high and cut to the size of the gel, and a light weight evenly stacked on top. Allow

transfer to occur at least 6 h and up to overnight.
2. Prehybridization, Probe Preparation, and Hybridization
Briefly rinse the membrane in 6� SSC to remove any agarose particles. Place the

side of the membrane that contacted the gel facing up on a piece of dry Whatman

3MM paper and cross-link at 1200 mJ� 100 by using a Spectrolinker XL-1000 UV
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Crosslinker. Sandwich the membrane between dry Whatman 3MM paper and bake

in an oven at 80�C for 30 min. Incubate the membrane at 58–60�C with agitation

for at least 2 h in a sealed bag containing 25–50 mL of prehybridization solution [5�
SSC, 7% SDS, 20 mM sodium phosphate, 0.1 mg/mL boiled, sheared salmon sperm

DNA, and 1�Denhardt’s solution (5 g of Ficoll, 5 g of polyvinylpyrrolidone, and 5 g

of BSA in 500 mL of ddH2O)].

Multiple methods can be used tomake a radioactive probe to target the pri-miRNA

of interest. A simple, common method is based on the Prime-it II Random Primer

Labeling Kit (Stratagene), which requires only a gel-purified, 500–1500 bp PCR

product of the desired target and 80 mCi of alpha-32P dATP (6000 Ci/mmol). Add

probe to 25–50 mL of fresh prehybridization solution. Remove the original prehy-

bridization solution from the blot container before adding the fresh probe solution.

Incubate blot in probe solution at 58–60 �C with agitation for at least 4 h or up to

overnight.
3. Washing, Viewing, and Stripping
Probe solution can be stored at �20�C and reused. Remove the blot from the bag

and transfer to a container with a fitted lid. Wash the blot twice at 58–60�C for

10 min in high salt wash solution (3� SSC, 10� Denhardt’s solution, 5% SDS, and

25 mM sodium phosphate), flipping the blot after 5 min for each wash.Wash the blot

once at 58–60�C for 10 min in low salt wash solution (0.5� SSC and 1.5% SDS).

Repeat wash in low salt wash solution if the radioactive signal on the blot is too high

or not specific. Wrap membrane in plastic wrap and expose to film or a phosophoi-

mager screen. To strip the blot, incubate membrane in boiling 0.1% SDS with

agitation. Repeat until radioactive signal is no longer detected.
D. Analysis of Precursor and Mature miRNAs by PAGE Northern Blotting
To ensure detection of pre- and mature miRNAs at least 20 mg of total RNA,

prepared by the method described above in Section I, is recommended for each

sample.
1. Running and Transferring
To visualize both pre- and mature miRNAs, make an 11% denaturing, urea PAGE

gel (Sequagel, National Diagnostics). Pre-run PAGE gel in 0.5� Tris Borate EDTA

(TBE) buffer at 150 V for 30 min. Prepare RNA samples by mixing 20 mg of total

RNA in a final volume of 15 mLwith an equal volume of 1� formamide loading dye

(10 mM EDTA, 80% deionized formamide, and 1 mg/mL xylene cyanol and brom-

phenol blue dyemix). Heat RNA samples at 65�C for 10 min before loading. Run gel

at 150 Vuntil the bromphenol blue dye is at the bottom of the gel,�1.5 h for 10 cm�
10 cm gel size. Stain PAGE gel with EtBr to visualize rRNA bands and confirm even
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loading and nondegraded RNA samples. Equilibrate membrane (Zeta-Probe GT,

Bio-Rad) cut to the same size as the gel in water followed by 0.5� TBE. Assemble

transfer apparatus by layering: plastic holder, sponge pad wetted in 0.5� TBE, two

sheets ofWhatman 3MMpaper cut to the size of the gel andwetted in 0.5�TBE, gel,

membrane, two sheets of Whatman 3MM paper prepared as before, sponge pad

wetted in 0.5� TBE, and the plastic holder. Transfer at 200 mA at 4�C for 2–4 h. In

our experience, wet transfer methods are much more reliable than semidry dry

methods for transfer of small RNAs for northern blotting analyses.
2. Prehybridization, Probe Preparation, and Hybridization
Place membrane RNA side up on a piece of dry Whatman 3MM paper and cross-

link at 1200 mJ �100 by using a Spectrolinker SL-1000 UV Crosslinker. Sandwich

membrane between dry Whatman 3MM paper and bake in an oven at 80�C for

30 min. Depending on the miRNA GC content, incubate blot at 40–50�C with

agitation for at least 2 h in a sealed bag containing 25 mL prehybridization solution.

Multiple methods can be used to make a radioactive probe to target the mature

miRNA of interest. A simple, common method is based on the microRNA Starfire

Kit (IDT DNA) that requires an oligo complimentary to the miRNA of interest and

containing the proprietary starfire sequence (IDT DNA) and 80 mCi of alpha-32P
dATP (6000 Ci/mmol). For more abundant miRNAs, a probe can be made by

labeling a DNA oligo complementary to the miRNA of interest. To do this incubate

25 pmol of the DNA oligowith g32PATP (6000 Ci/mmol), T4 polynucleotide kinase

(PNK) buffer, and T4 PNK enzyme at 37�C for 1 h. Add the probe to 25 mL of fresh

prehybridization solution. Remove the original prehybridization solution from the

blot container before adding the fresh probe solution. Incubate the blot in probe

solution at 40–50�C with agitation for at least 4 h or up to overnight.
3. Washing, Viewing, and Stripping
Probe solution can be stored at �20�C and reused. Blots should be washed,

viewed, and stripped as described above for agarose northern blotting.
E. Analysis of Primary, Precursor, and Mature miRNAs by qRT-PCR
This analysis allows detection of miRNAs from a small amount of starting mate-

rial, but does not distinguish between differently sized primary miRNA isoforms, or

determine the origin of pre-miRNA since pre-miRNA is contained within pri-

miRNA (Bracht et al., 2010; Van Wynsberghe et al., 2011). Inclusion of a control

sample that lacks reverse transcriptase will test if any amplification is caused by

genomic DNA. SYBR Green or Taqman qRT-PCR can be performed. Taqman qRT-

PCR is more specific than SYBR Green qRT-PCR because of the additional probe,

but it is also more costly. qRT-PCR can be performed in one step or in two steps of
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cDNA synthesis and qPCR. Both methods are detailed below. Reactions should be

done in duplicate or triplicate to reduce erroneous results due to pipetting error. A

nontemplate control reaction should also be included and a dissociation curve should

be calculated to determine if nonspecific primer interactions occur.
1. Primer Selection
PrimarymiRNAs can be amplified by selecting primers near to but not included in

the pre-miRNA hairpin, while precursor miRNAs can be amplified by selecting

primers within the hairpin. Since all pre-miRNAs are contained within pri-miRNAs,

the origin of amplification occurring from pre-miRNA hairpin primers cannot be

specifically assigned. However, comparison of signal from pre- and pri-miRNA

primer sets can determine the amount of pre-miRNA signal derived from pri- or

pre-miRNA (Van Wynsberghe et al., 2011). Primers should have a Tm between

58 and 60�C, a GC content between 30% and 80%, and the 5 nt at the 30 end of the

primer should have no more than two G or C nts. Amplicons should be less than

200 nt. Analysis of mature miRNAs by qPCR presents additional problems due to

their small size, but can be accomplished by adding linkers to the mature miRNA

(Benes and Castoldi, 2010). Below we detail methods for analyzing pri- and pre-

miRNA levels by 1 and 2 step qPCR.
2. DNase Treatment
RNA prepared as described above in Section I is generally devoid of DNA

contamination, but a DNase treatment of total RNA is recommended before RT-

PCR. This step can be performed between the first Trizol RNA extraction and the

second phenol extraction as described above in Section I. To the RNA resuspended in

200 mL of DEPC water add 10 mL of RQ1 DNase and 23 mL of 10� RQ1 DNase

buffer (Promega). Incubate at 37�C for 1 h before adding 1 mL of stop solution

(Promega). Proceed with second RNA phenol extraction as described above in

Section I.
3. One-Step qRT-PCR
The amount of total RNA and primers used in this reaction may need to be

optimized depending on the abundance of the particular transcript being analyzed.

In general 0.5mg of total RNA and 6.25 pmol of both forward and reverse primers are

added to a minimum 20mL reaction volume containing 1�RTEnzymeMix, 1�RT-

PCR Mix, and the Taqman probe if performing a Taqman reaction (Applied

Biosystems). Increasing the reaction volume will decrease pipetting error but

increase the cost per reaction. Many companies sell kits or individual reagents for

qRT-PCR including Applied Biosystems and Bio-Rad. Reactions are run in a qPCR

thermocycler set to perform the following protocol: (1) 30 min at 48�C, (2) 10 min at

95�C, (3) 40 cycles of 15 s at 95�C and 1 min at 60�C, and (4) hold at 4 �C.
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4. Two-Step qRT-PCR
Add 2.5 to 5mg of total, DNase-treated RNA to 30 pmol of oligo dT or random

primers and 1 mL of 10 mM dNTP in a 12 mL reaction. Incubate at 65�C for 5 min

followed by ice for 1 min. Add 4 mL of 5� buffer, 2 mL of 0.1 M DTT, and 40 U of

RNasin (Promega). Incubate at 42�C for 2 min before adding 200 U of Superscript III

Reverse Transcriptase (Invitrogen). Incubate at 42�C for 50 min and 70�C for 15 min.

Add 2U of RNaseH (Invitrogen), and incubate at 37�C for 30min. Dilute an aliquot of

the cDNA reaction 1:5 for use in qPCR. Asmentioned above the amount of cDNA and

primers used in this reaction may need to be optimized depending on the abundance

of the particular transcript being analyzed. In general, 1 mL of cDNA diluted 1:5 and

6.25 pmol of both forward and reverse primers are added to aminimum20mL reaction

volume containing 1� SYBR Green PCR Mastermix and the Taqman probe if

performing a Taqman reaction (Applied Biosystems). Increasing the reaction volume

will decrease pipetting error but increase the cost per reaction. Reactions are run in a

qPCR thermocycler set to perform the following protocol: (1) 2min at 48�C, (2) 10min

at 95�C, (3) 40 cycles of 15 s at 95�C and 1 min at 60�C, (4) hold at 4�C.

III. RACE Mapping of miRNA Primary and Cleavage Products

Mature miRNAs originate from genome-encoded primary miRNA transcripts that

are often multiple kilobases in length (Davis and Hata, 2009). Primary miRNA

transcripts can be encoded within an intron in the same or opposite direction as its

host gene, or transcribed independently of protein-coding genes (Davis and Hata,

2009). Some miRNAs are clustered together within the same primary miRNA

transcript (Davis and Hata, 2009). Identification of primary miRNA transcripts

defines miRNA clusters, allows further characterization of primary miRNA expres-

sion patterns both through proper promoter–fusion reporter analysis, as described

below in Section VI, and primary miRNA analysis as described above in Section II.

Identification of primary miRNA transcripts also enhances identification of cis and

trans transcription elements. Here we describe RACE (Random Amplification of

cDNA Ends) methods for the identification of 50 and 30 primary miRNA transcript

ends (Bracht et al., 2004; Bracht et al., 2010).

Similar RACE methods can also be used to identify and characterize cleavage

products of Drosha processing (Bracht et al., 2010; VanWynsberghe et al., 2011). In

doing so, this method provides a more sensitive method than northern blotting to

determine if precursor miRNA is produced. This method identifies the site of Drosha

processing, which can vary throughout development. Additionally, this method

determines if 30 end modification, like uridylation, of precursor miRNA occurs.

50 or 30 Drosha cleavage fragments destined for degradation can also be identified.
F. 50 and 30 RACE to Identify Ends of Primary Transcripts
This method is adapted from the GeneRacer Kit (Invitrogen) and requires 1–5 mg
RNA isolated as described above in Section I. Dephosphorylate RNA by incubating



228 Priscilla M. Van Wynsberghe et al.
total RNAwith 40 U of RNaseOut and 1 U of calf intestinal phosphatase (CIP) in 1�
CIP buffer (Invitrogen) at 50�C for 1 h. Extract RNA as described above in the

second RNA-extraction step of Section I. After precipitation, resuspend the RNA

pellet in 7mL of DEPC water. Decap the dephosphorylated RNA by adding 40 U of

RNaseOut and 0.5 U of tobacco acid pyrophosphatase (TAP) to the RNA in 1� TAP

buffer (Invitrogen). Incubate at 37�C for 1 h and extract RNA as described above.

Resuspend the RNA in 7mL of DEPC water after precipitation. Incubate the

GeneRacer RNA Oligo (Invitrogen) with the dephosphorylated, decapped RNA at

65�C for 5 min and 4�C for 2 min. Add 40 U of RNaseOut, 5 U of T4 RNA ligase,

1 mL of 10 mM ATP, and 1 mL of 10� T4 ligase buffer. Incubate at 37�C for 1 h

before extracting RNA as described above. Resuspend the ligated RNA in 10 mL of

DEPC water after precipitation.

Next, the cDNA synthesis process is initiated by adding 1 mL of 50 mM
GeneRacer oligo dT primer, 1 mL of 10 mM dNTP, and 1 mL of H2O to the ligated

RNA and incubating at 65�C for 5 min and 4�C for 1 min. Add 4 mL of 5� First

Strand Buffer, 1 mL of 0.1 M DTT, 1 mL of RNaseOut, and 1 mL of SuperScript III

(Invitrogen). Incubate at 50�C for 1 h, 70�C for 15min, and ice for 2 min. Add 2 U of

RNase H and incubate at 37�C for 2 min.

To characterize the 50 end of the cDNA, amplify cDNA with the GeneRacer 50

primer (Invitrogen) and a gene-specific reverse primer 30 to the mature miRNA. Use

PCR conditions appropriate for the primer melting temperatures and expected

product sizes with 30 cycles of amplification in a 50 mL reaction using High

Fidelity Taq (Invitrogen). Clean the PCR reaction using the Qiagen PCR column

purification system and elute in 50 mL of ddH2O. Use 1 mL of the first PCR reaction

to perform nested RACE, using a second set of primers corresponding to the

GeneRacer 50 nested oligo (Invitrogen) and a gene-specific primer upstream of

the original primer. To enable the identification of specific RACE products, also

set up nested PCR reactions that contain the nested 50 and gene-specific primers

individually. Use appropriate PCR conditions with 25–30 cycles of amplification in

a 50 mL reaction using High Fidelity Taq (Invitrogen). Clean the reactions as

described above and use half of the reaction (25 mL) to analyze the PCR products

by separation in an agarose gel. Specific products should be present in the nested

PCR using both primers but not in the control reactions using the single primers. It is

not uncommon for the first PCR reaction to contain faint or multiple bands that do

not correspond to the potentially specific bands in the nested RACE. Additional

nested primers or diagnostic restriction digestions should be used to verify RACE

products corresponding to the gene of interest before proceeding to cloning. If

multiple products are present and only some appear specific, gel purification can

be performed to eliminate nonspecific products before cloning. Otherwise, the PCR

reaction can be used directly for cloning using the TOPO reagents (Invitrogen).

Cloned DNA is transformed into bacteria, cultured, and the plasmids isolated by

standard methods. Restriction digestion analyses should be used to verify inserts

before subjecting clones for sequencing and identification of the primary miRNA 50

end(s).



8. Analysis of microRNA Expression and Function 229
Characterize the 30 end of the cDNA as described above for the 50 end cDNA

analysis but use the GeneRacer 30 primer and 30 nested primer together with a

forward gene-specific primer and a nested primer 50 to the mature miRNA.
G. Modified RACE to Map Cleavage Sites in miRNA Processing
Drosha cleavage of miRNA primary transcripts releases the hairpin precursor

miRNA, which contains 50 monophosphate and 30 hydroxyl groups, as well as

upstream and downstream products that contain 30 hydroxyl and 50 monophosphate

groups, respectively. Based on these chemical features, the products of Drosha

processing can be analyzed by modification of the RACE methods (Bracht et al.,

2010; VanWynsberghe et al., 2011). Belowwe describemethods for analyzing the 30

end of precursor miRNA and the 50 end of 30 Drosha cleavage products. Similar

methods can also be used to characterize the 30 end of the 50 Drosha cleavage product
as well as the 50 end of precursor miRNA.
1. Characterization of the pre-miRNA 30 End After Drosha Cleavage
Run 20 mg of RNA, isolated as described above in Section I, on a 15% denaturing

PAGE gel alongside 10 and 25 bp ladders. Stain the gel with EtBr and cut out a band

of gel in the sample lane that corresponds to the appropriate size range. Shear gel by

spinning through a 0.5 mL tube with multiple 21-gauge needle holes. Elute RNA by

rocking sheared gel pieces in 500mL of 0.3MNaCl at RT for 4 h. Transfer sample to

a Spin-X Cellulose Acetate filter and spin at top speed for 2 min. Precipitate RNA

with isopropanol, glycogen, andNaOAc, pH 5.2.Wash RNApellet with 75% ethanol

and resuspend the RNA pellet in 26 mL of ddH2O. Dephosphorylate gel extracted

RNA by incubating with 10 U of CIP in 1� NEBuffer #3 (NEB) at 37�C for 1 h.

Extract RNA as described above in the second RNA-extraction step of Section I.

After precipitation, resuspend the RNA pellet in 3 mL of DEPCwater. Ligate depho-

sphorylated RNA to a 30 RNA linker with a 50 phosphate group and 30 puromycin tag
by incubating RNA at 20�C overnight in a 10 mL total reaction that contains: 1�
reaction buffer (Fermentas), 1 mM ATP, 0.1 mg/mL BSA, 20 U of RNasin

(Promega), 10 U of T4 RNA ligase (Fermentas), and 5 mM 30 RNA linker. Extract

RNA as described above in the second RNA-extraction step of Section I. After

precipitation, resuspend RNA pellet in 20 mL of ddH2O. Purify RNA by running

on a 15% denaturing PAGE gel as described above. After gel extraction, precipitate

RNAwith isopropanol, glycogen, and NaOAc, pH 5.2. Resuspend RNA in 4 mL of

H2O. Reverse transcribe by adding 1.5 mL of 10 mM oligo complementary to the 30

RNA linker and 0.5 mL of 10 mM dNTP. Incubate at 65 �C for 5 min and 4 �C for

1min. Add 2mL of 5� buffer, 1 mL of 0.1MDTT, and 0.5mL of RNasin. Incubate at

42�C for 2 min. Add 0.5 mL of Superscript III Reverse Transcriptase (Invitrogen)

before incubating at 42�C for 50 min and 70�C for 15 min. Add 0.5 mL of RNase H

and incubate at 37�C for 30 min. To characterize the 30 end of the cleavage product,
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amplify cDNA with a gene-specific forward primer and a reverse primer comple-

mentary to the 30 linker. Use PCR conditions appropriate for the primer melting

temperatures and expected product sizes with 30 cycles of amplification in a 50 mL
reaction using High Fidelity Taq (Invitrogen). Clean the PCR reaction using the

Qiagen PCR column purification system and elute in 50 mL of ddH2O. Use 1 mL of

the first PCR reaction to perform a nested PCR, using a second set of primers

corresponding to a gene-specific nested forward primer and a linker specific reverse

nested primer. To identify specific PCR products, also set up nested PCR reactions

that contain the gene-specific and 30 nested primers individually. Use appropriate

PCR conditions with 25–30 cycles of amplification in a 50 mL reaction using High

Fidelity Taq (Invitrogen). Clean the reactions as described above and use half of the

reaction (25 mL) to analyze the PCR products by separation in an agarose gel.

Specific products should be present in the nested PCR using both primers but not

in the control reactions using the single primers. If multiple products are present,

perform gel purification of the specific bands before cloning. Otherwise, the PCR

reaction can be used directly for cloning using the TOPO reagents (Invitrogen).

Cloned DNA is transformed into bacteria, cultured, and the plasmids isolated by

standard methods. Restriction digestion analyses should be used to verify inserts

before subjecting clones for sequencing and identification of the 30 cleavage site.
2. Characterize the 50 End of 30 Drosha Cleavage Products

Incubate GeneRacer RNAOligo with 1–5 mg of total RNA, isolated as described

above in Section I, at 65�C for 5 min and 4�C for 2 min. Add 40 U of RNaseOut, 5 U

of T4 RNA ligase (Fermentas), 1 mL of 10 mM ATP, and 1 mL of 10� T4 ligase

buffer (Fermentas). Incubate at 37�C for 1 h before extracting RNA as described in

the second RNA-extraction step of Section I. Resuspend ligated RNA in 10 mL of

DEPC water after precipitation. Reverse transcribe as described above with 1 mL of

50mMgene-specific reverse primer. Amplify cDNAwith GeneRacer 50 primer and a

gene-specific reverse primer as described above. Clean the PCR reaction and per-

form a nested PCR with the GeneRacer 50 nested primer and a gene-specific reverse

nested primer as described above. Analyze the nested PCR reaction, TOPO clone,

and sequence as described above to identify the 50 cleavage site.

IV. Deep Sequencing of Small RNA Populations

High-throughput ‘‘deep sequencing’’ technologies, such as 454 Life Science/

Roche Genome Sequencer (Margulies et al., 2005), Solexa/Illumina Genome

Analyzer (Bentley et al., 2008), and Applied Biosystems SOLiD System (for review

see Mardis, 2008; Shendure and Ji, 2008), capable of simultaneously sequencing

millions of molecules, have provided an excellent tool for small RNA profiling and

discovery. Deep sequencing outperforms other existing profiling methods, such as

array hybridization or qRT-PCR, in discriminating closely related RNAs, detecting

50- or 30-end variations and measuring absolute abundance with a better dynamic

range. Furthermore, deep sequencing, unlike microarrays, allows the identification
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of novel small RNAs, as it is not limited by a priori sequence information. For

example, Ruby et al. (2006) applied 454 pyrosequencing to small RNAs expressed in

mixed-staged C. elegans and identified the class of 21U-RNAs and additional

previously unknown miRNAs (Ruby et al., 2006). Our group also has used

Illumina Genome Analyzer for profiling dynamic miRNA expression in C. elegans

development and identifying novel miRNAs and 21U-RNAs (Kato et al., 2009).

Protocols for creating cDNA libraries of small RNAs commonly include size

fractionation of RNAs, 50- and 30-adaptor ligation, reverse transcription, and PCR

amplification (Lagos-Quintana et al., 2001; Lau et al., 2001; Lee and Ambros,

2001). These cDNA libraries are made amenable for deep sequencing by the inclu-

sion of appropriate primer sequences. Commercially available kit systems for pre-

paring cDNA libraries for deep sequencing also have been released. In the

approaches described below, we follow the manufacturer’s instruction in the

Illumina’s Small RNA Sample Prep Kit (catalog # FC-102-1009) for preparing

cDNA libraries and discuss the principles of deep sequencing of C. elegans small

RNA populations based on our approach using Illumina Genome Analyzer, sum-

marized graphically in Fig. 1. These general principles are broadly applicable to

other platforms.
[(Fig._1)TD$FIG]

Fig. 1 An outline of deep sequencing of small RNA populations. See text for details.



232 Priscilla M. Van Wynsberghe et al.
H. Small RNA Purification
Prepare 10mg of total RNA for each experimental condition (see Section I for total

RNA isolation). The integrity of RNA can be evaluated by separating RNA on a 1%

agarose gel and EtBr staining. A high-quality RNA sample should show two discrete

bands at 3.5 kb and 1.8 kb that represent 26S rRNA and 18S rRNA, respectively.

Separate 10 mg of total RNA by electrophoresis on a 15% TBE–urea gel along with

20–100 bases ladder that should be loaded several lanes away from the total RNA

sample. Stain the gel with EtBr and view the gel on a Dark Reader transilluminator

(Clare Chemical Research) or a longwavelengthUV transilluminator. Cut out a band

of gel in the sample lane corresponding to the 18–30 nt bands in the marker lane.

Elute and precipitate RNA from the gel slice (see Section III, Modified RACE to

map cleavage sites). Resuspend the RNA pellet in ultrapure water.
I. cDNA Library Preparation
In order to prepare the cDNA libraries, RNA adaptors for 50- and 30-ends are

ligated to the purified small RNAs for use in reverse transcription and PCR ampli-

fication. The 30-adaptor also possesses a sequence that is in the reverse complemen-

tary orientation to a surface-bound amplification primer on the Illumina Genome

Analyzer flowcell. The sequences of another flowcell primer and the sequencing

primer will be added to the other end of the template by a PCR primer. The adaptors

must be designed to take advantage of the 50-phosphate and 30-hydroxyl termini of

small RNAs, resulting from RNase III processing. In contrast, most RNase degra-

dation products have 50-hydroxyl and 30-phosphate termini. The 50-adaptor should
carry a hydroxyl group at the 30-terminus as an acceptor for 50-phosphate containing
small RNAs, while the 30-adaptor should carry a 50-phosphate terminus as a donor

and a non-nucleotidic moiety at the 30-terminus to prevent circularization. Use

excess amounts of adaptors over 50-phosphate containing small RNAs to avoid

circularization. Alternatively, use a 30-adaptor with a preadenylated 50-end and a

truncated T4 RNA ligase 2, RNL2(1-249), in the absence of ATP to reduce back-

ground ligation (Hafner et al., 2008). Perform reverse transcription over the ligated

RNA products and then amplify by PCR. Reagents, adaptors, primers, and detailed

protocols are available from Illumina, Inc.
1. Adaptor Ligation
Dissolve purified small RNA in 5.7mL of ultrapure water, and mix with 1.3mL of

50-RNA adaptor (Illumina part #1000595), 1 mL of 10� T4 RNA ligase buffer, 1 mL
of RNaseOUTand 1mL of T4 RNA ligase. Incubate the reaction mixture at 20�C for

6 h in a thermal cycler and hold at 4�C. Separate ligated RNAs by electrophoresis on
a 15% TBE–urea gel along with 20–100 bases ladder and recover RNAs correspond-

ing to 40–60 nt bands using the same elution and ethanol precipitation steps men-

tioned above. Dissolve purified small RNA in 6.4 mL of ultrapure water, and mix
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with 0.6 mL of 30-RNA adaptor (Illumina part #1000596), 1 mL of 10� T4 RNA

ligase buffer, 1 mL of RNaseOUT, and 1 mL of T4 RNA ligase. Incubate the reaction

mixture at 20�C for 6 h in a thermal cycler and hold overnight at 4�C. Separate
ligated RNAs by electrophoresis on a 15% TBE–urea gel along with 20–100 bases

ladder and recover RNAs corresponding to 70–90 nt bands using the same elution

and ethanol precipitation steps mentioned above. Dissolve the RNA pellet in ultra-

pure water.
2. Adaptor Ligation (Alternative)
Dissolve purified small RNA in 5 mL of ultrapure water and mix with 1 mL of 1�
preadenylated 30-sRNA adaptor (Illumina part #1000263). Incubate at 70�C for

2 min then immediately transfer onto ice. Add 1mL of 10� T4 RNL2 truncated

reaction buffer (NEB), 0.8 mL of 100 mM MgCl2, 1.5 mL of T4 RNA ligase 2

truncated (NEB), and 0.5 mL of RNaseOUT. Incubate the reaction mixture in a

thermal cycler at 22�C for 1 h. Then add 1 mL of 50-RNA adaptor (Illumina part

#1000595), 1 mL of 10 mM ATP, and 1 mL of T4 RNA ligase. Incubate the reaction

mixture in a thermal cycler at 20�C for 1 h. Store the product at 4�C.
3. Reverse Transcription and PCR Amplification
Mix 4.5 mL of adaptor-ligated RNAs and 0.5 mL of RT primer (Illumina part

#100597). Heat the mixture in a thermal cycler at 65�C for 10 min and transfer

immediately onto ice. Add 2 mL of 5� first strand buffer (Invitrogen), 0.5 mL of

12.5 mM dNTP mix, 1 mL of 100 mM DTT and 0.5 mL of RNaseOUT. Heat the

sample to 48�C in a thermal cycler for 3 min. Add 1 mL of SuperScript II Reverse

Transcriptase (Invitrogen) and incubate the reaction mixture in a thermal cycler at

44�C for 1 h. The final volume is 10 mL. Premix 40 mL of PCR master mix with

28mLof ultrapurewater, 8mLof 5� PhusionHFbuffer (Finnzymes), 0.5mLof Primer

GX1 (Illumina part # 1000591), 0.5 mL of Primer GX2 (Illumina part #1000592),

0.5 mL of 25 mM dNTP mix, and 0.5 mL of Phusion DNA Polymerase (Finnzymes).

Mix 10 mL of reverse-transcribed cDNAs and 40 mL of PCR master mix and perform

the PCR reaction using the following protocol: (1) 30 s at 98�C, (2) 15 cycles of 10 s at
98�C, 30 s at 60�C, and 15 s of 72�C, (3) 10 min at 72�C, (4) hold at 4�C. Purify the

PCR products (a band of approximately 92 bp in length) by separating on a 6% TBE–

urea gel followed by elution and ethanol precipitation. Resuspend purified cDNA

libraries in 10 mL of resuspension buffer (Illumina part # 1001388). Use 1 mL of the

product for TOPO cloning and validate �100 colonies with traditional sequencing.
J. Hybridization, Cluster Generation, and Sequencing
The following approaches require operators specifically trained in the use of

Illumina Genome Analyzer. An average-size C. elegans laboratory may seek assis-

tance or use the service of a core facility. Briefly, denature the cDNA templates by
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NaOH and load the sample into an Illumina Genome Analyzer flowcell. Hybridize

the complementary end of each template to a flowcell primer. Perform the first

extension by Taq polymerase to generate a reverse complementary copy that is

tethered to the flowcell surface. Remove the not-tethered original template by

flushing with NaOH. Hybridize the free end of the complementary copy strand to

another flow cell primer and perform extension by Bst polymerase, generating a

double-stranded product. Denature the double-stranded product by formamide and

then the free ends of two single strands can anneal to another set of two flowcell

primers, respectively. Repeat cycles of denaturation, annealing, and extension to

generate a cluster of �1000 double-stranded products. Cleave one of the flowcell

primers and remove one strand selectively, resulting in clusters of single-stranded

templates. This allows more efficient hybridization of the sequencing primer and

ensures that the sequencing occurs only in one direction. Perform the sequencing by

synthesis, 36 cycles of single-base extension, in the Illumina Genome Analyzer

according to the manufacturer’s instruction, using a modified DNA polymerase

and a mixture of four dNTPs that are labeled by four different fluorophores and

also 30 blocked. In every cycle, the fluorescence signal corresponding to the identity
of incorporated nucleotide is imaged and then the fluorophore and the 30 blocking
moiety are cleaved for the next cycle. Export the raw sequence data.
K. Computational Data Analysis
Analysis of the raw sequencing data presents intense computational challenges

and the methods often change based on newly proposed algorithms (Creighton et al.,

2009; Shendure and Ji, 2008). The first step is to filter out unusable reads from the

raw data. For example, unique sequence reads of fewer than 10 copies may be

considered as potential sequencing errors and be discarded. Sequence reads that

match E. coli genome database are considered as contaminations and should also be

removed. In searching the small RNAswith a size around�17–26 nt in length, given

that the average length of Illumina read is�36 nt, finding part of the 30-adaptor in the
30-end of the read sequence can also be used as a quality control step, while this may

not apply to all noncoding RNAs.

For profiling expression of known miRNAs and 21U-RNAs, we trimmed the 30-
adaptor sequence from the reads and used an in-house alignment for perfectly

matching known sequences from reference databases [miRBase (Griffiths-

Jones et al., 2008) and previously annotated 21U-RNAs (Batista et al., 2008)].

The number of known small RNA reads is normalized to the total number of reads

that matched the C. elegans genome (see below) and that can represent small RNA

abundance. For alignment of large sets of short reads to genome databases, an

increasing number of software tools have been developed, which also allow for

mismatches and/or gaps (for review see Shendure and Ji, 2008). We loaded the

adaptor-trimmed reads to the SOAP (short oligonucleotide alignment package) (Li

et al., 2008, 2009) for matching the C. elegans genome [WormBase (Harris et al.,
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2010)], allowing a maximum of 2 bp mismatches in the reads. The resulting

sequence reads from 17�26 nt in length that matched the C. elegans genome were

considered as the total reads in the expression profiling. For examining the propor-

tion of all noncoding RNAs in the deep sequencing database, we aligned genome-

matched reads to the noncoding RNA list in WormBase using Blastn, with the

following parameters: –e 0.001–G 5–E 2–q-3–r 1–W 7–v 10–b 10.
1. Novel miRNA and 21U-RNA Discovery(Bracht et al., 2010)
For discovering novel miRNAs from the deep sequencing database, several soft-

ware tools based on different algorithms are publicly available, including miRDeep

(Friedlander et al., 2008), CID-miRNA (Tyagi et al., 2008), miRank (Xu et al., 2008),

miRCat (Moxon et al., 2008), and miRanalyzer (Hackenberg et al., 2009). We have

chosen miRDeep, which uses a probabilistic model scoring both the compatibility of

the position and frequency of sequences with the model of miRNA biogenesis as well

as the stability of the characteristic hairpin structures of predicted pre-miRNAs. We

removed reads that match previously annotated noncoding RNAs and mRNAs using

Blastn and also removed reads that perfectly match known miRNAs and 21U-RNAs.

Thenwe loaded the remaining reads to miRDeep for searching for novel miRNAs and

used RNAfold to predict secondary structures of putative pre-miRNA hairpins

(Hofacker, 2009). For searching novel 21U-RNAs, we aligned the sequences of

21 nt in length with a 50 uracil in the remaining reads with the C. elegans genome

and judged by the previously reported characteristics of 21U-RNAs, that is, localiza-

tion on chromosomes and the upstream conserved motif (Ruby et al., 2006).

V. Analysis of miRNP Complexes

miRNAs function as part of the RISC protein complex (Bartel, 2009). Multiple

proteins also generally or specifically regulate miRNA biogenesis (Kai and

Pasquinelli, 2010; Winter et al., 2009). Protein immunoprecipitation followed by

MASS spectrometry has been done to identify proteins associated with RISC proteins

(Zhang et al., 2007). RNA immunoprecipitation (RIP) experiments have been used to

identify target mRNAs that associate with miRISC in vivo (Zhang et al., 2007). The

use of cross-linking to stabilize endogenous RNA–protein interactions followed by

immunoprecipitation of the protein complex of interest and isolation of the RNA

regions protected by the complex (cross-linking and immunoprecipitation, CLIP) has

enabled the identification of sequences specifically bound bymiRISC (Zisoulis et al.,

2010; Zisoulis et al., 2011). Additionally, RIP allows the identification of the primary,

precursor, or maturemiRNA that a particular protein or protein complex binds in vivo

(Van Wynsberghe et al., 2011). This method requires an antibody against the protein

or fusion-protein of interest. Parallel RIP analysis in a mutant worm strain automat-

ically provides a negative control for nonspecific antibody binding. Additionally, an

IgG antibody produced in the same species as the antibody of interest should be

included as a negative control to determine fold-enrichment. UV-cross-linking of live

worms allows endogenous RNA–protein interactions to be stabilized and avoids
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potential nonphysiological interactions that can happen upon extract preparation

(Mili and Steitz, 2004; Van Wynsberghe et al., 2011).

In addition to CLIP and RIP experiments, which are aimed at the identification of

RNA sequences that associate with proteins of interest, the characterization of the

protein components of miRNA ribonucleoprotein complexes (miRNPs) contributes

to the understanding of mechanistic aspects of miRNA pathways. Gel filtration and

electrophoretic mobility shift assay (EMSA) allow for the estimation of the size of

miRNPs both in wild-type organisms and in mutants or under designed experimental

circumstances. UV-cross-linking of miRNPs assembled with radio-labeled miRNAs

in EMSA experiments transfers the radioactive label tomiRNA-binding proteins and

can be used to visualize them on SDS-PAGE. Ultimately, affinity selection using

biotinylated 20-O-methyl oligonucleotides allows purification of miRNPs and fur-

ther identification of miRNP component proteins by mass spectrometry.
L. RIP
This protocol is adapted from the Dynabeads instruction protocol (Invitrogen) and

published immunoprecipitation protocols (Van Wynsberghe et al., 2011; Zhang

et al., 2007; Zisoulis et al., 2010, 2011). Cross-linking of the antibody to the beads

and blocking of the beads with salmon-sperm DNA is recommended to decrease

background, and enhance reproducibility and specificity.
1. Worm Collection and Cross-Linking
At least 200 mL of worms collected at the appropriate stage are required for this

protocol. After collection, rock worms in M9 for�10 min to allow residual bacteria

to be digested. Resuspendworms in�200mL ofM9 and plate several drops onto 2–3

100-mmworm plates. Spread worms equally around the plate. UV cross-link worms

in a Spectrolinker XL-1000 UV Crosslinker with an energy output of 3 kJ/m2 at a

distance of �10 cm from the light source. Collect cross-linked worms with M9.

Flash freeze worm pellet in a dry ice–ethanol bath.
2. Lysate Preparation
Crush worms in liquid nitrogen with mortar and pestle. Transfer worms to a

1.5 mL eppendorf tube containing three times the pellet volume of lysis buffer

[150 mM NaCl, 25 mM HEPES pH 7.5, 0.2 mM DTT, 10% glycerol, 0.025 U/mL
RNAsin, 1% Triton X-100, and protease inhibitors (Roche)]. Spin sample at top

speed at 4�C for 15min. Transfer supernatant to a neweppendorf tube and determine

the protein concentration by the Bradford protein assay (Bio-Rad).
3. Preclear Lysate
At least 500 mg of lysate protein is required per sample. Equal amounts of sample

should be used for each reaction (typically: antibody of interest and IgG control).
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Add lysate and lysis buffer in a total of 1 mL to 50mL of Dynabeads (Invitrogen) that

have been washed twice in 100 mL of WB buffer (0.1 M NaPO4, 0.1% Tween 20,

pH 8.2). Rotate at 4�C for 1 h.
4. Immunoprecipitation
Wash 50 mL of Dynabeads per sample with 100 mLWB buffer. Block beads by

resuspending in 180 mL of WB buffer and 20 mL of 10 mg/mL sheared, salmon-

sperm DNA (ssDNA). Incubate on rotator at RT for 30 min. Add 5 mg of antibody

and incubate on rotator at RT for 10 min. Wash antibody–bead complex twice with

100 mL of conjugation buffer (20 mM NaPO4, 150 mM NaCl). Incubate beads in

250 mL bis(sulfosuccinimidyl)suberate (BS3) conjugation buffer (5 mM BS3 in

conjugation buffer containing 0.5 mg/mL ssDNA) at RT for 30 min with rotation.

Quench cross-linking reaction by adding 12.5 mL of 1 M Tris-Cl pH 7.4 and

incubating at RT for 15 min with rotation. Wash beads twice with 100 mL of lysis

buffer. Add antibody-cross-linked beads to the precleared lysate from the previous

step, and rotate at 4�C overnight.

Save the supernatant from the immunoprecipitation reaction for IP efficiency anal-

ysis by western blotting. Wash beads twice for 1 min in a Thermomixer R (Eppendorf)

set to 4�C with: (1) wash buffer [1� PBS pH 7.4, 0.1% SDS, 0.5% sodium deoxycho-

late, and 0.5% NP-40], (2) high salt wash buffer [5� PBS pH 7.4, 0.1% SDS, 0.5%

sodium deoxycholate, and 0.5% NP-40], and (3) PK buffer [100 mM Tris-Cl pH 7.4,

50mMNaCl, and 10mMEDTA]. Resuspend beads in 100mL of PK buffer. Remove a

15 mL aliquot of bead solution for IP efficiency analysis by western blotting. Remove

excess PK buffer and resuspend beads in 100 mL of proteinase K solution (5 mg of

proteinaseK in 1mLof PKbuffer) at 37�C for 20 min in a ThermomixerR (Eppendorf)

set to 1200 rpm. Quench reaction by adding 100mL of PK buffer containing 7M urea,

and incubating the reaction at 37�C for 20 min at 1000rpm.
5. RNA Extraction
Extract total and immunoprecipiated RNA by adding 800 mL of Trizol (Invitrogen)

directly to an aliquot of input protein lysate or the proteinase K bead solution and

extracting as described above in Section I. Resuspend extracted RNA in 120 mL of

DEPCH2O. Treat with DNase by adding 15 mL of 10�RQ1DNase Buffer and 15mL
of RQ1 DNase to each sample and incubating at 37�C for 1 h. Extract RNA a second

time as described above in the second RNA-extraction step of Section I. Resuspend

RNA samples in 10 mL of ddH2O.
6. RT-PCR
Add 9mL of immunoprecipitated RNA or 2.5mg of total RNA in a 9mL volume to

1 mL of random primers (250 ng/mL), 1 mL of 10 mM dNTPs, and 1.2mL of ddH2O.

Incubate at 65�C for 5 min and 4�C for 1 min. Add 4 mL of 5� buffer (Invitrogen),
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2 mL of 0.1 M DTT, and 1 mL of RNasin (Promega). Incubate at 42�C for 2 min

before adding 1 mL of Superscript III Reverse Transcriptase enzyme (Invitrogen).

Incubate at 42�C for 50 min and 70�C for 15min. Add 1 mL of RNaseH (Invitrogen),

and incubate at 37�C for 30min. Dilute an aliquot of the cDNA reaction 1:5 for use in

qPCR. Analyze samples for the primary or processed miRNA or mRNA of interest

by PCR or qPCR as described above in Section II.
M. Gel Filtration Analysis of miRNPs
Gel filtration has been used to fractionate cell extracts from C. elegans,

Drosophila, and human cells to determine the sizes of complexes corresponding

to RNAi activity, siRNAs, miRNAs, or miRNP/RISC (Caudy et al., 2002, 2003;

Chan et al., 2008; Gregory et al., 2005; Pham et al., 2004). Gel filtration can also be

used to detect cofractionation of proteins of interest with miRNAs or to purify

fractions that possess miRNA-related activities, that is miRNA binding or pre-

miRNA processing.
1. Cell Extract Preparation
Harvest mixed-staged (or staged) worms grown in S medium supplied with E. coli

HB101. Clean the worms by sucrose floatation and then wash three times with 0.1M

NaCl. Store the worms at �80�C. Thaw 1 mL of packed worms on ice and wash

twice with wash buffer (50 mM Tris-HCl pH 7.5 and 10 mM potassium acetate).

Resuspend the worms in 4 mL of homogenization buffer [50 mM Tris-HCl pH 7.5,

10 mM potassium acetate, 5 mM DTT, 10 U/mL SuperaseIn RNase inhibitor

(Ambion), 10% glycerol, and 1� Roche Complete protease inhibitor, EDTA-free]

and incubate on ice for 20 min with intermittent agitation. Transfer the worms to a

7 mL glass dounce homogenizer tube (Kontes Glass Co., Vineland, N.J., article no.

885303-0007) and homogenize by 30 strokes on ice using the tight-fitting pestle B

(Kontes Glass Co., Vineland, N.J., article no. 885302-0007). Transfer homogenate to

a 15-mL tube and add magnesium acetate to 2 mM and adjust the concentration of

potassium acetate to 100 mM. Incubate the homogenate on ice for 20 min with

intermittent agitation and then aliquot the homogenate to 1.5 mL eppendorf tubes.

Centrifuge the tubes at 16,100� g at 4�C for 30 min. Store the supernatant at�80�C.
2. Gel Filtration
Equilibrate a Superdex-200 HR 10/30 column with cold homogenization buffer.

Load 400 mL of cell extract into the column. Run the chromatography at 4�C at the

rate of 0.35 mL per minute using AKTA FPLC (Pharmacia) and collect 60 fractions

(0.5 Ll each). Use the following size markers: thyroglobulin (669 kDa), ferritin

(440 kDa), catalase (232 kDa), aldolase (158 kDa), and albumin (67 kDa). For

monitoring miRNAs in the fractions, mix 250 mL of fraction sample with 750 mL
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of Trizol LS and follow the RNA-extraction method described in Section I. Refer to

Section II for a description of miRNAs detection by northern blotting. Use 10–20 mL
of fraction sample for western analysis of known RISC components with appropriate

antibodies.
N. EMSA of miRNPs
EMSA can be used to qualitatively identify large ribonucleoprotein complexes,

for example, holo-RISC (Pham et al., 2004), or to detect miRNA-binding proteins

that may only form small complexes with their substrates (Chan et al., 2008). Below,

we show a basic EMSA setup using radiolabeled miRNAs and crude cell extracts.

However, the design of EMSA should depend on the purpose of the experiment and

the parameters, such as the gel, buffer, running temperature, and/or the presence of

competitor or heparin, have to be optimized.
1. Cell Extract Preparation
See above.
2. Radiolabeled Synthetic miRNA Preparation
Obtain synthetic miRNAs from Dharmacon Research, Inc. or Integrated DNA

Technologies, Inc. Mix 1 mL of 50 mM synthetic miRNA (50 pmol), 5 mL of

gamma-32PATP (6000 Ci/mmol, NEN), 2.5 mL of 10� T4 PNK buffer, 2.5 mL of

T4 polynucleotide kinase, and 14 mL of RNase-free water. Incubate the reaction

mixture at 37�C for 30 min. Remove free gamma-32P ATP by passing the mixture

through a Sephadex G-25 column (Roche) according to the manufacturer’s

instruction.
3. Native Gel Preparation
Prepare a 16 cm � 16 cm gel of 0.8 mm thickness with 1� TBE and 5%

acrylamide. The ratio of acrylamide/bis-acrylamide depends on the experiment.

Use 40:1 for large complexes and 19:1 for small complexes.
4. miRNA Binding Reaction and Gel Running
Prepare miRNA binding reaction mixtures (10 mL) that contain 20 mM Tris pH

7.5, 1 mMmagnesium acetate, 1 mM calcium chloride, 0.01% Nonidet P-40, 2 mM

ATP, 250 ng/mL E. coli tRNA, 5�105 c.p.m radiolabeled miRNA and cell extract

that can be used in different amounts. Incubate the reaction at RT for 45 min. Mix

with 2 mL of 6� native gel loading dye (30% glycerol, 0.25% BPB, and 0.25%

xylene cyanol). Run the gel at 100 Vat 4�C until the BPB dye migrates to 3 cm from
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the bottom of the gel. Lay the gel onto Whatman 3MM paper and dry it using a gel

dryer. Detect the signals by autoradiography or phosphoimaging.
5. UV-Cross-Linking of miRNPs
Prepare 150 mL of miRNA binding reaction mixture and separate the sample on a

nondenaturing gel (see above). Do not dry the gel. Instead, expose the gelwrapped in

a transparent plastic film to a BioMax MS film (Kodak) for 1 h. After autoradiogra-

phy, excise gel bands that contain radioactive signals corresponding to miRNPs of

interest. Place the gel slices on a clean glass plate that is sitting on ice and expose

them to 254 nmUV light in Stratalinker UVCrosslinker (Stratagene) with an energy

output of 2 J/cm2 at a distance of approximately 10 cm from the light source. Mince

the gel slice to small pieces and incubate with 150 mL of RNase A (250 U/mL in

50mMTris-HCl pH 7.5 buffer) at RT for 30min. Add 50mL of XT sample buffer 4X

(Bio-Rad) and agitate vigorously on a vortex mixer for 3 h. Analyze the eluted

proteins by denaturing gel electrophoresis using a Criterion XT Bis-Tris 4–12%

gradient gel (Bio-Rad) and autoradiography. To detect all UV-cross-linking signals

not specific to any individual complex, irradiate 20 mL of miRNA binding reaction

mixture placed in a 96-well plate on ice following RNase treatment and denaturing

gel electrophoresis as mentioned above.
O. Affinity Purification of miRNPs by Biotinylated 20-O-methyl Oligonucleotides
Antisense 20-O-methyl oligonucleotides block siRNA and miRNA function

in vitro and in vivo (Hutvagner et al., 2004). In addition, immobilized 20-O-methyl

oligonucleotides complementary to siRNAs or miRNAs capture Argonaute proteins

in C. elegans extract (Hutvagner et al., 2004; Steiner et al., 2007; Yigit et al., 2006).

Below, we describe an adapted procedure to purify miRNPs from C. elegans crude

extract using biotinylated 20-O-methyl oligonucleotides. The RNA or protein con-

tents in purified miRNPs are subjected to further investigation.
1. Cell Extract Preparation
Depending on the particular miRNA of interest, harvest synchronized worms of

the appropriate developmental stage. For example, to capture let-7 binding ribonu-

cleoprotein complexes, prepare cell extract from L4 stage worms. For one volume of

packedworms, use five volumes of homogenization buffer [10 mMTris-HCl pH 7.5,

100 mM KCl, 2 mM MgCl2, 0.5% (v/v) Nonidet P-40, 15% (v/v) glycerol, 5 mM

DTT, 50 U/mL SuperaseIn RNase inhibitor (Ambion) and 1� Roche Complete

protease inhibitor, EDTA-free].
2. Biotinylated 20-O-Methyl Oligonucleotides
Obtain 50-biotinylated 20-O-methyl oligonucleotides from Integrated DNA

Technologies, Inc. In previous studies, five nucleotides complementary to the
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sequences flanking each side of the siRNA/miRNA target sitewere added to enhance

the efficiency of blocking siRNA/miRNA activity (Hutvagner et al., 2004). For

affinity purification of miRNPs, we found that the flanking sequences are not

necessary (our unpublished observation). For example, we used a 50-biotinylated
22-nt 20-O-methyl oligonucleotide complementary to let-7 and a 22-nt oligonucle-

otide complementary to luciferase mRNA sequence as negative control.
3. Affinity Purification
Incubate 300 mL of cell extract with 15 pmol of 50-biotinylated 20-O-methy

oligonucleotide at RT for 1 h. Subsequently, add 20 mL of Streptavidin Sepharose

(GE Healthcare), pre-equilibrated with the homogenization buffer, and incubate at

RT for 1 h with gentle agitation on a nutator. Centrifuge at 8000 rpm for 30 s and

remove the unbound fraction. Wash five times by resuspending with 1 mL of

homogenization buffer and centrifuging at 8000 rpm for 30 s each time. For analysis

of purified proteins, resuspend the beads in a final volume of about 28 mL of water

and add 10mLXT sample buffer (4�) and 2mLXT reducing agent (20�) (Bio-Rad)

or 2-mercaptoethanol. Heat at 95�C for 5 min. Remove the beads by passing the

sample through a Spin X cellulose acetate filter (Corning Costar). Analyze the eluted

proteins by denaturing gel electrophoresis using a Criterion XT Bis-Tris 4–12%

gradient gel (Bio-Rad) and western blotting with antibodies against proteins of

interest. RNAs in the beads or unbound fraction can be extracted by Trizol and

analyzed by northern blotting.

VI. Construction of Transgenic Strains to Analyze miRNA Expression and

Target Regulation

Northern blotting, real-time quantitative PCR, and deep sequencing are powerful

tools for analysis of miRNAs in C. elegans, but they lack the ability to detect

spatiotemporal patterns of expression. Reporter genes, such as gfp (encoding green

fluorescent protein) (Chalfie et al., 1994) or lacZ (encoding beta-galatosidase)

(Fire et al., 1990), driven by a miRNA promoter (Pmir) are more amenable to

analyze spatiotemporal miRNA expression in vivo. Moreover, a series of deletions

in the promoter region of the construct can be used to determine the transcriptional

regulatory cis-elements of miRNAs. For example, our group has examined the

expression pattern of lin-4 and let-7 family members using Pmir::gfp constructs

(Esquela-Kerscher et al., 2005; Johnson et al., 2005). In addition, by serially deleting

the let-7 promoter region upstream of the gfp reporter, we have succeeded in

pinpointing a short temporal regulatory cis-element (TRE) of let-7 (Johnson et al.,

2003). We also have demonstrated that hbl-1, one target of let-7, inhibits the tran-

scription of let-7 using a Plet-7::gfp construct in which the putative HBL-1 binding

sites were deleted (Roush and Slack, 2009). Recently, Martinez et al. (2008) have

used Pmir::gfp reporter constructs to analyze spatiotemporal promoter activity of

miRNA on a genomic scale (Martinez et al., 2008). With all its promises, one

obvious limit of the miRNA promoter–reporter fusion approach is that it can only
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reflect the transcriptional control of primary miRNAs production, and it cannot

provide information on post-transcriptional regulation or turnover.

Similarly, reporter gene fusion can also be used to analyze miRNA-mediated gene

regulation at the level of 30UTRs (see below), which contain regulatory elements

such as miRNA-binding sites.
P. miRNA Promoter–Reporter Fusion
The first step in designing a miRNA promoter–reporter fusion construct is to

decide on the putative promoter sequence. Several factors should be taken into

consideration, including the intergenic, intragenic, or operonic location of miRNA

loci and the distance to the next upstream transcript, as well as the phylogenic

conservation of promoter sequences and the presence of known transcription fac-

tor-binding sites. Determination of the 50 end of the primary miRNA by 50 RACE
(see Section III) would help design the promoter–reporter fusion construct and it is

debatable whether the primary miRNA sequence upstream of the mature miRNA

should be kept in the construct. Previous studies have shown that fragments between

a few hundred basepairs to 2 kb in length upstream of the mature miRNA or known

pre-miRNA hairpin [miRBase (Griffiths-Jones et al., 2008)] contain sufficient

information to faithfully recapitulate the pattern of expression of endogenous

miRNAs. For example, we have used a 0.5 kb fragment upstream of lin-4 and a

2.2 kb fragment upstream ofmir-84 as the promoters (Esquela-Kerscher et al., 2005;

Johnson et al., 2005). Martinez et al. (2008) have used the intergenic genomic

sequences upstream of miRNA genes from �300 bp to 2 kb as the promoters in

their genome-scale analysis (Martinez et al., 2008). Putative promoter regions

located in vast intergenic regions that lack homology across species or known

transcription factor binding sites may thus be safely limited to approximately 2 kb

in most cases.

The second step is to choose the reporter gene and the vector backbone. Andrew

Fire’s laboratory has developed a large array of vectors and reporter gene derivatives,

using gfp or lacZ as the reporter, on the backbone of a pUC19 plasmid for fusion gene

expression in C. elegans (see Links). The cloning strategies described below are

adapted from several common cloning techniques for reporter gene fusions in

C. elegans (Boulin et al., 2006). Due to the relatively short length of miRNA

promoters we have chosen, we only discuss three strategies more suitable for short

DNA fragment cloning, including conventional cloning, PCR fusion (Horton et al.,

1989), and Multisite Gateway cloning (Hope et al., 2004).
1. Conventional Cloning
The most common strategy to construct a miRNA promoter–reporter fusion is

conventional restriction enzyme-based cloning, graphically summarized in Fig. 2A.

Perform PCR to amplify the promoter region (�300 bp to 2 kb upstream in length
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Fig. 2 Generating a Pmir::gfp::unc-54 30 UTR reporter construct. (A) By conventional cloning. Use

primer A and B to amplify a 2 kb fragment upstream of mature miRNA or pre-miRNA hairpin and insert

the fragment into MCS of pPD95.75. (B) By PCR fusion. Use Primer A and B to amplify the promoter

region and primer C and D to amplify gfp::unc-54 30UTR from pPD95.75. Primer B adds a 24-bp region

from MCS upstream of gfp gene. Anneal these two amplicons and use primer A* and D* to amplify the

fusion product. (C) ByMultisite Gateway cloning. Amplify the promoter region and the reporter genewith

primers that introduce appropriate attB recombination sites and recombine PCR products with donor

plasmids pDONR-P4-P1R and pDONR201, respectively. Recombine the products pENTRY-Pmir and

pENTRY-gfp with pDEST-DD03. See text for details.
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from the start of the mature miRNA) from genomic DNA and introduce appropriate

restriction enzyme sites at both ends (restriction enzyme sites are introduced via the

primers generated for amplification). Generate compatible ends on the purified

PCR product and a reporter gene vector by restriction enzyme digestion. Ligate the

promoter fragment and the linearized vector and amplify the ligated product in

E. coli. For promoter–gfp fusion, two vectors, pPD95.70 and pPD95.75 from the

Fire Vector Kit, have been broadly used in the C. elegans community. Both of them

carry a S65C variant of the gfp gene and pPD95.70 has a SV40 nuclear localization

sequence (NLS) for nuclear localization of GFP. The NLS may help with observa-

tions of weak GFP signals but should not be used to represent the subcellular

localization of the miRNA. The gfp gene is linked to a 30UTR derived from the

muscle myosin heavy chain gene unc-54, permissive for expression in all cell types.

Although conventional cloning is relatively time-consuming and depends on

restriction enzyme sites, it has the irreplaceable advantage of generation of a

reusable reporter gene construct. This construct can be verified by sequencing,

repeatedly amplified, stored for a long time, and easily subjected to further

subcloning.
2. PCR Fusion
To prepare the promoter–reporter fusion construct more quickly than conventional

cloning and escape the limitation of restriction enzyme sites, a two-step approach of

PCR can be used to fuse a miRNA promoter and a reporter gene, generating a linear-

formed DNA ready for transformation. Below, we describe the procedures for fusing

a miRNA promoter to the gfp reporter with an unc-54 30UTR, derived from

pPD95.75, by PCR fusion (Fig. 2B).
Prepare the following primers:
Primer A: promoter-specific outside forward primer
Primer A*: promoter-specific nested forward primer
Primer B: promoter-specific reverse primer with a 24-bp sequence complementary

to the MCS of the expression vector. (50-AGTCGACCTGCAGGCATGCAAGCT-
promoter specific sequence-30)

Primer C: gfp forward primer (50-AGCTTGCATGCCTGCAGGTCG-30)

Primer D: gfp reverse primer (50-AAGGGCCCGTACGGCCGACTA-30)

Primer D*: gfp nested reverse primer (50-GGAAACAGTTATGTTTGGTATA-30)

Perform PCR using primers A and B to amplify a DNA fragment from genomic

DNA that contains the promoter region and a 24-bp fragment overlapping with the

MCS of pPD95.75. Perform PCR using primer C and D to amplify the gfp::unc-54

fragment from pPD95.75, which includes the MCS and an artificial intron between

MCS and the gfp gene. Inclusion of the artificial intron will enhance reporter gene

expression. Purify the two PCR products by electrophoresis on an agarose gel and

recover the DNA from the corresponding bands. Mix 1–50 ng of each purified DNA

fragment and use nested primers A* and D* for PCR fusion. Purify the fused
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fragment by agarose gel electrophoresis and the recovered DNA, if sufficient, can be

used directly for microinjection (Mello and Fire, 1995; Mello et al., 1991).

The primary advantages of PCR fusion are speed, ability to carry out multiple

constructions in parallel, and the lack of a requirement for restriction enzyme

sites. However, the construct cannot be amplified in bacteria and additive PCR

rounds may increase point mutations. These shortcomings can be circumvented by

cloning the PCR fusion product, verifying its sequence, and propagating it in

bacteria.
3. Multisite Gateway Cloning
Invitrogen’s Gateway cloning system has provided a versatileway to shuttle cloned

DNA fragments among a variety of vector backbones for different applications

(Walhout et al., 2000). This technology utilizes the site-specific recombination

properties of bacteriophage lambda. Compatible recombination sites (attB and

attP sites; B for bacteria and P for phage) on the DNA fragment of interest

and the cloning vector are recognized by bacteriophage lambda integrase proteins,

and recombination between attB and attP sites is carried out. The result is an entry

clone carrying the DNA fragment of interest flanked with attL (L for left) and attR

(R for right) sites, which consist of DNA sequences from attB and attP. The reverse

reaction between compatible attL and attR of the entry clone and the destination

vector moves the cloned DNA from the entry clone to the destination vector. The

result is an expression clone carrying the DNA fragment of interest flanked with

original attB and attP sites. Different core sequences in the att sites provide spec-

ificity when recombination occurs, that is, attB1will only react with attP1 and attB2

will only react with attP2. This specificity ensures the correct orientation of inserted

DNA fragment. Moreover, by using multiple designed att sites, one can perform

recombination between up to four DNA fragments. Below, we describe a two-

fragment recombination application of multisite Gateway cloning (Hope et al.,

2004) (Fig. 2C) that has been used to build a C. elegans Promoterome library

(Dupuy et al., 2004) and also has been used to systematically generate miRNA

promoter–gfp reporter constructs (Martinez et al., 2008).

Prepare the following primers: [adapted from (Hope et al., 2004)]

For miRNA promoter:
50 primer (attB4): 50-GGGGACAACTTTGTATAGAAAAGTTGTG-promoter

specific sequence (18–25 bp)
30-primer (attB1.1R): 50-GGGGACAACTTTTTTGTACAAAGTTGC-promoter

specific sequence (18–25 bp)
For gfp gene:
50 primer (attB1.1): 50-GGGGACAACTTTGTACAAAAAAGTTGTG-gfp gene-

specific sequence (18–25 bp)
30 primer (attB2.1): 50-GGGGACAACTTTGTACAAGAAAGTTGC-gfp gene-

specific sequence (18–25 bp)
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As shown in Fig. 2C, amplify attB4-miRNA promoter (Pmir)-attB1.1R and

attB1.1-gfp::unc-54 30UTR-attB2.1 fragments by PCR from source DNA (genomic

DNA and pPD95.75). Purify the PCR products by agarose gel electrophoresis.

Recombine attB4-Pmir-attB1.1R with pDONR-P4-P1R (Invitrogen) and attB1.1-

gfp::unc-54 30UTR-attB2.1 with pDONR201 or pDONR221 (Invitrogen). This will
generate two entry vectors, pENTRY-Pmir and pENTRY-gfp. Recombine pENTRY-

Pmir and pENTRY-gfp with pDEST R4-R2 or pDEST-DD03 (Dupuy et al., 2004)

(available from Marc Vidal, Harvard University). pDEST-DD03 contains attR4 and

attR2 sites along with an unc-119 gene which is used in ballistic transformation

protocols (Praitis et al., 2001). All recombination reactions are according to man-

ufacturer’s instruction.
Q. Reporter-miRNA Target 30UTR Fusion
In addition to determining the expression pattern of miRNAs during development,

reporter fusion constructs can be used to study the miRNA-mediated regulation of

target genes. Usually, target genes of miRNAs are identified by genetic screening or

predicted by computational analysis, which is mostly based on the assumption that

miRNAs associate with regulatory elements in the 30UTR of target genes. An exper-

imental approach to verify a newly found or predicted miRNA/target pair is to

examine the expression of a reporter that is fused with the 30UTR of a target gene.

For example, our group has used a lacZ reporter construct, Pcol-10::lacZ::lin-41

30UTR, to observe the regulation of heterochronic gene lin-41 by let-7

(Reinhart et al., 2000). The actual let-7 binding sites on lin-41 30UTR were also

verified by a series of mutagenesis experiments on such a reporter (Vella et al., 2004).

Moreover, this Pcol-10::lacZ::lin-41 30UTR reporter construct can be used as a tool to

evaluate the efficacy of let-7 in wild-type or let-7 mutant animals (Chan and Slack,

2009; Reinhart et al., 2000). In these studies, we use the promoter of collagen gene

col-10 to specifically express lacZ in hypodermal seam cells where let-7 is expressed.

A reporter-30UTR fusion can be constructed by cloning strategies similar to that

for building a promoter–reporter fusion (see above and Fig. 2). A fixed and cell-

specific promoter can be chosen to drive the reporter expression for the purpose of

observation. Usually, a promoter of a housekeeping gene or a gene that is not linked

to miRNA regulation will be chosen, like the col-10 promoter. In other cases,

researchers will choose the promoter from the gene of interest along with its

30UTR and examine the reporter expression in the specific spatiotemporal pattern

of the endogenous gene. The 30UTR region of most genes is annotated inWormBase

(Harris et al., 2010) or can be inferred by putative polyadenylation signal (PAS) sites

(Hajarnavis et al., 2004) or by RNA-seq data available as part of the track for ALG-1

binding at the UCSC Genome Browser (Hillier et al., 2009; Zisoulis et al., 2010).

Putative miRNA binding sites can be predicted by algorithms derived from PicTar

(Lall et al., 2006), TargetScan (Lewis et al., 2005), or miRanda (Enright et al., 2003).

The presence of ALG-1 binding sites can also be used to prioritize 30UTR sequences

to test for miRNA regulation by reporter analyses (Zisoulis et al., 2010).
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R. Transformation
TransgenicC. elegans strains can be obtained by either microinjection (Mello and

Fire, 1995; Mello et al., 1991) or ballistic transformation (Wilm et al., 1999). For

microinjection, a coinjection marker, like rol-6(su-1006) (Kramer et al., 1990), can

be used to select the transformed animals. For ballistic transformation, a copy of the

wild-type unc-119 gene is included in the DNA construct as a selection marker when

the unc-119(ed3) mutant strain is used for transformation (Praitis et al., 2001). The

recent development of the Mos1 mediated insertion technique for integrating single

copy transgenes into a specific chromosomal location can also be used for generat-

ing 30UTR reporter strains (Frokjaer-Jensen et al., 2008).

Links

For EST, mRNA and miRNA registries

WormBase: http://www.wormbase.org

miRBase: http://microrna.sanger.ac.uk

For vectors

Fire Lab C. elegansVector Kit: http://www.addgene.org/Andrew_Fire or ftp://ftp.

wormbase.org/pub/wormbase/datasets/fire_vectors

For miRNA target prediction algorithms and databases

PicTar: http://pictar.mdc-berlin.de/

TargetScan: http://www.targetscan.org/worm_12/

miRanda: http://cbio.mskcc.org/research/sander/data/miRNA2003/miranda_

new.html and http://www.ebi.ac.uk/enright-srv/microcosm/htdocs/targets/v5/

For mRNA 50 and 30 end annotations based on RNA-seq and ALG-1 binding sites

based on CLIP-seq

http://genome.ucsc.edu
III. Summary
mRNAs are essential regulators of many basic cellular processes. As such, slight

deviations in the amount, timing, or location of miRNA expression can have large

effects on cell and organismal growth. The analysis of primary, precursor, and mature

miRNA levels as well as the identification and characterization of miRNA targets is

thus crucial for determining the step in miRNA biogenesis or function affected in a

particular mutant or disease. The methods described in this chapter provide a foun-

dation for analyzing these steps in the powerful model organism C. elegans.
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Abstract
Detection of transcripts in situ is a rapid means by which gene expression can be

characterized in many systems. In the nematode, Caenorhabditis elegans, the ease

with which transgenics can be made and the general reliability of reporter fusion

expression patterns, have made this technique comparatively less popular than in

other systems. There are, however, still applications in which in situ hybridization is

desired, such as for maternally expressed genes, or in related species without estab-

lished transgene methods. The most frequently used method of in situ hybridization

uses DNA probes and formaldehyde fixation. A newer approach that permits single-

transcript detection has been reported and will not be described here (Raj and Tyagi,

2010). Rather, we describe an alternative protocol that uses RNA probes with a

different fixative. This approach has been applied to C. elegans and related nema-

todes, providing reliable, sensitive detection of endogenous transcripts.
I. Introduction
Localization of transcripts by in situ hybridization is a desirable way to determine

expression patterns, because it can detect endogenous mRNA in its natural context,

and because it is a method that, once established, can be repeated on any number of

genes by changing only the antisense probe used. In addition, regulatory mechanisms

might also be identified, such as subcellular localization of the transcripts. Molecular

approaches, such as quantitative PCR (qPCR), Northern blots, or genome-wide

approaches such as microarrays or RNA-Seq require isolation of tissues, and in most

cases, amplification of the endogenous material. In the nematode, Caenorhabditis

elegans, in situ hybridization has historically not been the method of choice for

assessing endogenous gene expression, due largely to the ease of construction of

transgenic reporter strains and the general reliability of the expression patterns

produced (see Chapter on Transgenesis in this volume). Nonetheless, there remain

instances in which in situ detection of endogenous mRNAmay be desired. Reporters

may be difficult to construct for particular genes, or transgenes may not express, in

particular those activated in the C. elegans germ line and very early embryo. Other

nematode species remain refractory to transgene expression techniques, either

because the DNA becomes silenced in the soma as well as germ line, or because

the necessary reagents (e.g., specific mutant backgrounds in which to make trans-

genics) do not yet exist. Newer transgene protocols may overcome some of these

limitations (Giordano-Santini et al., 2010; Praitis et al., 2001; Schlager et al., 2009;

Semple et al., 2010); however, it remains to be seen whether transgenes in other

nematode species will in general be as reliable as those seen in C. elegans.

Historically, in situ detection of mRNA has relied on detection of colorimetric or

fluorescent signals from localized antisense DNA probes in whole-mount embryos

(Seydoux and Fire, 1995; Tabara et al., 1996). For low-abundance transcripts, signal

amplification can be used (Bobrow and Moen, 2001). Recently, a new approach
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using multiple short, nonoverlapping fluorescent probes has been described (Raj and

Tyagi, 2010; Raj et al., 2008). This approach permits detection of mRNAs as

diffraction-limited spots, with the advantage that it is highly sensitive, yet specific,

and permits quantification of individual transcripts. As this protocol has very

recently been described in detail (Raj and Tyagi, 2010; Raj et al., 2008), we shall

instead focus here on an alternative protocol that uses a nontoxic fixative (NTF) and

less-expensive antisense RNA probes, which offers a qualitative assessment of gene

expression. For the classic C. elegans in situ hybridization protocol, readers are

referred to the original description (Seydoux and Fire, 1995), updated versions of

which can be found on theWormMethods section ofWormBook (http://www.worm-

book.org/toc_wormmethods.html). The procedure described here can be performed

in less than 3 days and offers good sensitivity with preservation of fine structure. It

has been used to successfully detect embryonic transcripts in C. elegans and other

nematode species (Broitman-Maduro et al., 2009; Coroian et al., 2005). Others

have adapted the procedure, for example, for detection of transcripts in extruded

C. elegans gonads (Sheth et al., 2010).
II. Rationale
In the method described here, whole embryos are mounted on coated glass

microscope slides, fixed, and permeabilized. Antisense RNA probes are synthesized

by in vitro transcription of PCR products, and include the use of Digoxigenin-tagged

UTP. The use of RNA probes may improve sensitivity because RNA:RNA hybrids

are more stable than DNA:RNA hybrids (Sugimoto et al., 1995). Following hybrid-

ization of the probe, the slides are rinsed and processed for detection of the DIG

moiety using an anti-DIG antibody conjugated to alkaline phosphatase (AP). The

bound antibodies are detected by the use of the standard AP substrates Nitro blue

tetrazolium chloride (NBT) and 5-bromo-4-chloro-3-indolyl phosphate (BCIP).

Staining is observed with a microscope equipped with differential interference

contrast (DIC), and color images are acquired with a digital camera. Positive controls

are performed with known probes, or on transgene strains with known expression.

Use of a sense RNA probe, or a mutant background known to result in the absence of

the endogenous transcript, can each serve as negative controls.
III. Methods

A. Probe Design and Synthesis
Antisense RNA probes are created from in vitro transcription of short (200 bp–1.5

kbp) PCR products carrying the T7 RNA polymerase recognition sequence at one

end. The most convenient template is genomic DNA, using primers that will amplify

as high a proportion of exon-containing sequence as possible (Fig. 1). Alternatively,

a cloned cDNA fragment can be used. Some may choose to also synthesize the

http://www.wormbook.org/toc_wormmethods.html
http://www.wormbook.org/toc_wormmethods.html
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Fig. 1 Typical primer design considerations for a hypothetical four-exon gene. A good set of primers

might be the pairs indicated by a/b or c/d. The 30 primer carries the recognition sequence for T7 RNA

polymerase, 50-TAATACGACTCACTATAGGG-30, followed by 25–30 bases of target homology; the

forward primer has 25–30 bases of identity but lacks the T7 tag.
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complementary (sense) strand as a control probe, or use one of the suggested probes

(Section 4) for specificity.
B. PCR to Generate Probe Synthesis Template
Assemble the following in a 0.6-mL (PCR) tube:

Forward primer (25 pmol/mL) 1 mL
Reverse primer (25 pmol/mL) 1 mL
dNTPs (10 mM) 0.5 mL
PCR buffer (10� stock) 2.5 mL
Genomic DNA (200 ng/mL)a 1 mL
Taq polymeraseb 0.5 mL
ddH2O 18.5 mL (total volume: 25 mL)
a Alternatively, use 1 mL of a solution carrying 10 ng of plasmid template.
b We routinely use a crude Taq preparation with good results (Engelke et al., 1990).

Perform a standard PCR reaction, for example 95�C for 3 min and then repeat

[95�C for 30 s, 72�C for 30 s, 55�C for 30 s] for 30 cycles, 72�C for 10 min and

ending at 4�C. Check an aliquot (5 mL) on an agarose gel to make sure the PCR

product is of the expected size.
C. DIG-Labeled Probe Synthesis
Use DIG-RNA labeling kit (Roche, #1175025)

PCR product generated above (not purified) 3 mL
10� NTP mixture with DIG-11-UTP 1 mL
10� Transcription Buffer 1 mL
RNase Inhibitor 0.5 mL
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T7 RNA Polymerase 1 mL
DEPC-ddH2O 3.5 mL (total volume: 10 mL)
Incubate in a thermocycler with a heated lid at 37�C, overnight. In the morning

add 30 mL DEPC-ddH2O and 0.5 mL RNase Inhibitor to the incubations and store

at �20�C.
IV. Animal Preparation and Fixation

A. Synchronization to Produce Gravid Hermaphrodites
Hermaphrodites must be synchronized for in situ experiments because the fixation

and freeze-crack techniques work best on animals that are similarly sized, rather than

a mixture of adults and larvae. In order to synchronize worms, two to three 10-cm

plates containing gravid hermaphrodites are bleached and the embryos are hatched

overnight in M9 + cholesterol [10 mg/mL] at 20�C. Synchronized L1 larvae are

collected by centrifugation and plated on 10-cm NGM plates for 3 days at 20�C.
After approximately 3 days the plates should contain gravid hermaphrodites with

early embryos. If later-staged embryos are required incubation may be extended a

further 5 h, but will depend on incubation temperature, abundance of food, general

health of the strain, and tendency of the worms to retain embryos.
B. Fixation of Gravid Hermaphrodites and Embryos
Harvest the worms by washing each 10-cm plate with 3 mL of M9 into several

Eppendorf tubes and centrifuging at 2000 rpm. This procedure often carries bacte-

rial contamination along with gravid hermaphrodites, depending on how much

bacteria remains on the plates. Excess bacteria will result in slides with high back-

ground after development. We routinely resuspend the worm pellet in 1 mL of

Hypaque meglumine (60%, available from http://www.nanric.com as Reno-60).

Invert the tube several times and centrifuge for 30 s at 2000 rpm. After centrifuga-

tion, the worms will float to the top of the Eppendorf tube (Fig. 2A). Remove the

worm layer and rinse 2–3� in M9. Examine an �80 mL droplet of worms on a

microscope slide under a dissecting microscope. If there are no bacterial clumps,

then the worms are clean and ready for freeze-cracking and fixation (Fig. 2B). If

many bacterial clumps are still present, repeat the meglumine flotation until worms

appear clean. Resuspend worms in 750 mL of M9.
C. Freeze-Cracking and Fixation
The following steps are carried out in RNase-free glassware, which should be

designated for RNA use and be rinsed with DEPC-ddH2O and baked for 4 h at

180�C. Alternatively, glassware may be cleaned thoroughly with RNase away (MBP,

#7003, 1L). Where indicated, disposable plastics may be used for convenience.

http://www.nanric.com/
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Fig. 2 (A) Appearance of worms in Hypaque meglumine in 1.5-mL Eppendorf tubes. The tube on the

left has been inverted and worms are suspended throughout. After 5 min at room temperature, or after a

brief 2000 rpm centrifugation, thewormswill float to the top (right tube) and can be removed by pipetting

the top layer. (B) 80 mL droplet of worms on a glass slide. (For color version of this figure, the reader is

referred to the web version of this book.)
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Prepare a hydration series of methanol:DEPC-ddH2O dilutions in five clean

50-mL Coplin jars as follows:
[(Fig._3)TD$FIG]

Fi
sh
#1 – methanol pre-chilled at �20�C

#2 – 90% methanol at room temperature
#3 – 70% methanol at room temperature
#4 – 50% methanol at room temperature
#5 – DEPC-ddH2O at room temperature

Prepare 50 mL of NTF in a Coplin jar and warm it to 37�C in an incubator.

Place an aluminum disc (Fig. 3) onto crushed dry ice for at least 5 min and bring the

disc, still on dry ice, near a dissecting microscope. Make sure the block is smooth and

free from surface irregularities, to allowmicroscope slides tomakegood contactwith it.
g. 3 Aluminum disc, approximately 125 mm in diameter �15 mm, on dry ice inside a Styrofoam

ipping carton.
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Resuspend worms in the M9 by inversion. Pipette 80mL of worm suspension onto

the center of a poly-L-lysine coated slide (Fisher, #12-550-19) and spread the droplet

with a clean razor blade so that the worms come in contact with the surface of the

slide. Begin cutting wormswith the razor in an up–downmotion while observing the

worms through the dissecting microscope. Stop when the majority of worms are cut

in half and the embryos are liberated. Starting at one side, cover the worms with a

22 � 40 mm cover glass (Gold Seal #3316), taking care not to introduce air bubbles.

While looking at the worms through the dissecting microscope, wick away excess

liquid by placing the edge of aKimwipe or paper towel in contact with the edge of the

coverslip. This should be stopped just as adult worm carcasses cease to move but

before embryos burst open (Fig. 4). As this step is critical for proper permeabiliza-

tion, it may need to be practiced until the researcher is confident that worms and

embryos have adhered properly to the slide. When a slide is ready, place it coverslip

side up on the aluminum disc and press down on the side that has no coverslip to

ensure complete contact. Incubate slides at least 5 min before proceeding to the

hydration series.
D. Hydration Series
Wedge a clean razor blade under one corner of the coverslip, and with a twisting

motion quickly pop off the cover glass in one motion. There should be an audible

‘‘cracking’’ sound as the coverslip is popped off. Incubate the slide as follows:
1)
[(Fig._4)TD$FIG]

Fig
view
5 min – 100% methanol (at �20�C)

2)
 5 min – 90% methanol (room temperature)
3)
 5 min – 70% methanol (room temperature)
4)
 5 min – 50% methanol (room temperature)
5)
 5 min – DEPC-ddH2O (room temperature)
6)
 1 h – NTF (prewarmed to 37�C)
. 4 Appearance of desired density of worms and embryos under coverslip, prior to freezing, as

ed through a dissecting microscope.
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Place Coplin jar, with NTF and slides, into a 37�C incubator during the 1 h

incubation.

During incubation, prepare 10 mL prehybridization buffer (PB) and incubate

at 65�C with occasional vortexing to resuspend components. PB may require up

to 30 min at 65�C to become fully resuspended.
V. Hybridization and Signal Development

A. Prehybridization and Probe Hybridization
Rinse slides in the following buffers:
1)
 5 min – DEPC-ddH2O
2)
 5 min – DEPC-ddH2O
3)
 5 min – 2� SSC
4)
 5 min – 2� SSC
Have a humid chamber ready. It is convenient to use empty pipette tip boxes, with

the rack in place, with water in the bottom to a depth of a few centimeters. Place

slides face up in the chamber and add 300 mL PB onto fixed worms. Be sure that

samples are completely covered with PB. Place humid chambers into a hybridization

oven prewarmed to 42�C and incubate 1 h. There is no need to cover the slides with a

coverslip as the hybridization buffer will not evaporate under these conditions.

Towards the end of the incubation, thaw frozen probe(s) and dilute 1:500 to 1:1000

in PB (typically, 1–2 mL probe in 1 mL PB) and heat to 65�C for 5 min. Add 100 mL
of the diluted probe to the PB already on the top of the slides. Alternatively, tilt the

slides so that the PB runs off, and add 300 mL of the PB+Probe to the slides to cover

the worms. Hybridize at 42�C overnight. It is convenient to prepare two 50 mL

aliquots each of 2� SSC and formamide buffer (FB) and incubate them at 42�C
overnight. These will be used for rinses on the following day.
B. Rinsing and Antibody Incubation
Place slides back into Coplin jars with the following buffers at 42�C:
1)
 5 min – 2� SSC (42�C)

2)
 5 min – 2� SSC (42�C)

3)
 5 min – FB (42�C)

4)
 5 min – FB (42�C)
Rinse slides in the following buffers at room temperature:
1)
 5 min – 2� SSC (room temperature)
2)
 5 min – 2� SSC (room temperature)
3)
 5 min – Tris-NaCl (TN) (room temperature)
4)
 5 min – TN (room temperature)
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Following the TN rise, block slides prior to antibody incubation at 37�C in 30 mL

blocking buffer (BB) for 30 min.

Add 10 mL of anti-Digoxigenin-AP Fab fragments (Roche, #11093274910) to

30 mL fresh BB and incubate for 3 h at 37�C.
C. Rinsing and Signal Development
Rinse slides in the following buffers:
1)
 10 min – TN (room temperature)
2)
 10 min – TN (room temperature)
3)
 10 min – TNM pH 9.5 (room temperature)
4)
 Developer – incubate with slides overnight in the dark (e.g., by covering entire

Coplin jar in aluminum foil) at room temperature.
The next day, rinse twice in TN-EDTA for 10min each, and addmountingmedium

(e.g., Vectashield, Vector Labs). Cover with 22�40 mm coverslip, wipe off excess

mountingmedium, and seal the coverslip with clear nail polish. Slides can be kept up

to 6 months at 4�C, but for best image quality observe within a week. After several

weeks, a colored precipitate will begin to form.
VI. Materials
1.
 DEPC-ddH2O (0.1% v/v)
Millipore water or equivalent 500 mL

DEPC (Sigma) 0.5 mL
Suspend the DEPC by shaking vigorously, leave in a fume hood over night, and

autoclave (121�C at 15 lb/in2 for 15 min).
2.
 NTF

2-bromo-2-nitro-1,3-propanediol (Fisher, # AC15882-1000) 30 g

Diazolidinyl Urea (MP Biomedical, # ICN19019183) 30 g

Zinc Sulfate Heptahydrate, ZnSO4�7H2O 12 g

Sodium Citrate (anhydrous), Na3C6H5O7 2.9 g
Add DEPC-ddH2O up to 1 L. Make and store in an autoclaved glass container at

room temperature. Heat 30–50 mL to 37�C in a Coplin jar prior to use (Of this

heated aliquot, do not add unused fixative back to stock, and do not reuse.).
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3.
 50� Denhardt’s solution
Ficoll (Type 400) 0.1 g

Polyvinylpyrrolidone (PVP) 0.1 g

Bovine Serum Albumin (BSA) 0.1 g

DEPC-ddH2O to 10 mL
Dissolve components, pass through a 0.45 mm filter, and store in 200 mL
aliquots at �20�C.
4.
 Salmon sperm DNA
Lyophilized DNA 1 g

Tris-EDTA pH 8.0 (TE, Fisher #BP2473-1) 100 mL
Add TE to DNA in an autoclavable glass Wheaton bottle. Autoclave (121�C at

15 lb/in2 for 15 min), cool to room temperature, dispense into Eppendorf tubes

in 1 mL aliquots, and freeze at�20�C. As a result of autoclaving, the DNAwill

have been sheared to the 200 bp–5 kbp range, which can be checked by running

an aliquot on an agarose gel.
5.
 Prehybridization buffer
20� SSC (Fisher, #BP1325-1) 2 mL

Dextran Sulfate 1 g

Formamide 5 mL

0.5 M EDTA 40 mL
50� Denhardt’s Solution 200 mL
Sheared Salmon Sperm DNA 1 mL
Add DEPC-ddH2O up to 10 mL. Vortex the suspension and heat to 65�C to get

into solution. This may take 30 min or more.
6.
 Formamide buffer (FB)
Formamide 30 mL

20� SSC 0.5 mL
Add up to 50 mL with DEPC-ddH2O in sterile plastic Falcon tube or equivalent.
7.
 Tris pH 7.5, NaCl (TN), and TN-EDTA
1M Tris, pH 7.5 (Fisher, #1757-500) 50 mL

2M NaCl 37.5 mL
Add up to 500 mL DEPC-ddH2O and autoclave.

For TN-EDTA, add 1 mL of 0.5M EDTA to 50 mL of TN.
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8.
 Blocking buffer
Milk Blocker (Bio-Rad # 170-6404) 2.5 g

TN to 50 mL
Make in sterile plastic 50 mL Falcon tubes. Suspend by vortexing.
9.
 0.93M Tris, pH 9.5
1M Tris, pH 7.5 (Fisher, BP1757500) 500 mL

10M NaOH 43.5 mL
Dispense aliquots into sterile 50-mL Falcon tubes and freeze at�20�C. May be

thawed in 37�C incubator prior to use. (We have found pH adjustment of the

RNase-free Fisher stock to be a more convenient way to make this buffer than to

make 1M Tris pH 9.5 by other means.)
10.
 Tris, NaCl, MgCl2, (pH 9.5) (2� TNM),
0.93M Tris (pH 9.5) (see above) 100 mL

2M NaCl 50 mL

1M MgCl2 50 mL

DEPC-ddH2O to 500 mL

� 2
Autoclave for 15 min at 121 C, 15 lb/in . Dispense aliquots into 50 mL Falcon

tubes. Store at�20�C. Thaw the morning that it is needed. If a white precipitate

occurs, heat in a 65�C waterbath and vortex, then cool before use.

To 25 mL of 2� TNM, add 25 mL DEPC-ddH2O. This is used as the last wash

prior to development. The other 25 mL aliquots are used to make the Developer

solution.
11.
 Nitro Blue Tetrazolium (NBT)

NBT is resuspended to 100 mg/mL in 70% dimethyl formamide and stored in

aliquots at �20�C.

12.
 5-Bromo-4-Chloro-3-Indolyl Phosphate (BCIP)

BCIP is resuspended to 50mg/mL in anhydrous dimethyl formamide and stored

in aliquots at �20�C.

13.
 2� Polyvinyl alcohol (PVA)
PVA (Fluka 40-88, Sigma #81386) 50 g

DEPC-ddH2O to 500 mL
This solution takes very long to go into solution. It is best to start with freshly

autoclaved (warm)DEPC-ddH2O and add PVA to a sterile container. Incubate at

65�C for several days, stirring often with a 25 mL plastic serological pipette; A

stir bar is not recommended. When it is fully in suspension, the solution will

have the consistency of glycerol. Store at room temperature.
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In our hands, PVA in the developer greatly improves signal quality, and is worth

the trouble to make.
14.
 Developer Solution
2� TNM 25 mL

2� PVA 25 mL

NBT 200 mL
BCIP 200 mL
Levamisole 7.2 mg
reagents in a Falcon tube and mix by inversion. Prepare immediately before use.
VII. Notes

A. Suggested Positive Controls
Gene Expression Pattern Primers (forward primer, T7-tagged reverse primer)

pgl-1 Germ line and

embryos

50-gtt caaggaatcaactcgaag act c-30, 50-TAATAC

GAC TCA CTATAG GGA CTtggcagagct

act gat ttcgtt gga-30

end-1 Early E lineage

(E, Ea/Ep)

50-ttc aatcgtacgatc cag cacaacaat cg-30, 50-TAA
TAC GAC TCA CTATAG GGA CTT GCA CT

caatagctcctgaatcagt t-30

hlh-1 Mid to late

embryogenesis,

muscle lineages

50-aaaccagccagcttactacctcccgtccta-30, 50-
TAATACGACTCACTATAGGGACTcgttcccga

gcttatgatgatctctatc-30

opt-2 Mid to late

embryogenesis,

intestine

50-gtaatggcgattggactctcacatatgacc-30, 50-
TAATACGACTCACTATAGGGACTtctgctgccg

tgatgacaacgatttgtg-30

myo-2 Late stage embryos,

pharynx muscle

50-gga tgttgtccaaga gat gaatccacc a-30, 50-TAA
TAC GAC TCA CTATAG GGA CTtgttcaa tat

cgcaagaagcgacac gtc-30

myo-3 Late stage embryos,

body muscle

50-tct cgtgtcgtccgt cag gcaccagga gag-3, 50-TAA
TAC GAC TCA CTATAG GGA CTcctggtgatg

atccacttgaacata cgg-30

cup-4 4 coelomocytes in

embryos, 6 in

adults

50-gtagtagcatctctaatatccatgacgttc-30, 50-
TAATACGACTCACTATAGGGACTtccttgaac

gtattaggaatgtattctt-30
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B. Hypaque meglumine
Bacterial contamination (usually E. coli OP50 from plates) often forms clumps

around worms and deposits onto slides, attracting probe and contributing to high

background. In our hands, cleaning worms with meglumine gives the most consis-

tent results. It may be possible to bypass this step if the source plates are clean

enough (David Fitch, personal communication). Alternatively, sucrose flotation may

be tried (suspend animals in 30% sucrose at 4�C and centrifuge at 4000 rpm).
C. Nontoxic Fixative
Although formaldehyde is a widely used fixative, NTF is an alternative to form-

aldehyde that is easily made, stable, and nontoxic. More importantly, we have found

it to greatly improve sensitivity and preservation of fine structure, and it appears to

be less prone to overfixation. This protocol was originally developed using STF

(Streck Tissue Fixative; Streck Laboratories; Montgomery et al., 1998), but this

reagent has been discontinued. NTF is based on the composition of STF (documen-

ted in United States Patent 5460797) and in our hands appears to be equally effective.
D. Purchase of Ready-Made Reagents
Many of the reagents in this protocol, such as 2� SSC and 1 M Tris-HCl, can be

easily made. The ready-made forms are purchased only to make it less likely that

RNase contamination might be introduced.
E. Labeling of Nuclei
We have found that use of fluorescence (e.g., to visualize DAPI) causes the purple

color to develop very rapidly in a nonspecific manner. If the slides are dehydrated

and mounted in a permanent mounting medium (e.g., Permount with DAPI) the

nuclei can be visualized, although the morphology is adversely affected.
F. Staining Small Quantities of Embryos or Other Stages
A larger number of animals is necessary for consistent freeze-cracking. When the

number of specimens is limiting, sterile adults of recognizable body morphology

could be added (e.g., Dpy; Glp). If it is desired to stain larvae or adults, they should

be synchronized so that they are all the same size prior to mounting on the slides.
G. Staining of Other Species
We and others have been successful in staining other nematode species, includ-

ing C. remanei and C. briggsae (Coroian et al., 2005; Lin et al., 2009) and
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Pristionchus pacificus (George Hsu, Heather Roberson, G.B.-M. and M.M.,

unpublished observations) with species-specific probes. One consideration for

embryonic staging is the degree to which embryos are retained by adults. In our

hands, C. remanei (strain PB4641) and C. briggsae (AF16) retain fewer embryos

than C. elegans. Possible solutions are to limit the amount of food to promote egg

retention; use of a mutant background (e.g., Egl) that retains eggs (we have used

ir12, an uncharacterized recessive dpymutant of C. briggsaewith good results); to

bleach gravid adults and let the isolated embryos develop for several hours; or to

bleach to isolate embryos from a plate. In our experience, bleaching solution

negatively affects staining quality, so it is recommended to use a diluted bleach

solution and rinse animals thoroughly. For consistent freeze-cracking, adults can

be added back as suggested above.
VIII. Troubleshooting Guide
Problem Cause Remedy

Lack of signal Lack of template for

transcription

Confirm amplification of PCR product

with gel electrophoresis.

Error in T7

sequence

Confirm that primer sequence was correct

as ordered; subclone PCR product into

T/A vector and sequence it; be certain

correct (reverse) primer had the T7

sequence, not the sense primer

Wrong synthesis kit

or components

Confirm use of all components from a

DIG-UTP kit, not DIG-dUTP (used for

DNA probes)

Poor transcription Run side-by-side aliquots of (+)T7 and

(�)T7 transcription reactions to

confirm synthesis of RNA

Developer problem Spot the probe onto a blotting membrane

(e.g., nitrocellulose or Hybond-N+)

and test for color turnover. Try a

previously successful probe. Remake

developer components and solutions.

(It is recommended to include a

positive control in all experiments to

rule out problems with the reagents or

solutions.)

(Continued)
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(Continued)

Problem Cause Remedy

Slides have very

high

background or

are all purple

Probe excess (signal

throughout

embryos and

adults; developer

may turn purple

overnight)

Dilute probe further. Typically 1 mL of

probe, diluted in 1 mL of hybridization

buffer, is sufficient

Inconsistent freeze-

cracking

technique

(nonspecific

signal on ‘‘top’’

of animals)

1. When wicking liquid away from the

animals, avoid having floating worm

carcasses (excess liquid left) or burst

embryos (too little liquid). If slight

pressure is applied to the coverslip and

the specimens do not float around but

swell slightly in response to the

pressure, then it is likely a good mount.

2. When ‘‘cracking’’ the cover slip off,

make sure you feel pressure as the

cover slip is removed. If it comes off

too easily, then the outer cuticle or egg

shell of the animals will likely not be

permeabilized properly

Choice of probe Try a different or longer probe to your

gene of interest

Uneven signal

(some

staining that

looks real, but

some areas

with nothing)

Overcrowding of

animals

This is usually the result of inconsistent

freeze-cracking. Make sure animals

are evenly dispersed on the slide prior

to adding the coverslip. Try using fewer

animals.Make sure there is no debris or

worm clumps that would hold up the

coverslip in parts
IX. Imaging of Stained Embryos
For imaging of stained embryos, we use an Olympus BX51 equipped with DIC

optics and a 60�/1.4 oil immersion lens. It is highly recommended that a color

camera be used to document in situ staining. DIC images of embryos can contain

regions that are darker simply due to the nature of DIC itself. As the in situ

staining appears brown or purple, faint signal can more readily be seen and

distinguished from the surrounding tissue if a color camera is used. We have

had good results with a consumer grade Canon APS-C-size sensor Digital SLR

camera with a C-mount converter from LMscope (http://www.lmscope.com/

http://www.lmscope.com/index_e.html
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Fig. 5 Antisense RNA probes detect endogenous mRNAs consistent with published reports.

(A) Maternal transcripts of pgl-1 at the two-cell stage (Kawasaki et al., 1998). (B) Expression of end-1

in the E daughter cells (Zhu et al., 1997). (C) Expression of hlh-1 in muscle precursors (Krause et al.,

1990). (D) Activation of myo-3 in body muscle cells (Okkema et al., 1993). (E) Expression of opt-2 in

intestine cells (Nehrke, 2003). (F) Expression of myo-2 in pharynx muscle cells (Okkema et al., 1993).

Anterior is left, and dorsal is up. Embryos are approximately 50mm long. (For color version of this figure,

the reader is referred to the web version of this book.)
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index_e.html), a platform that together costs approximately $1500, and which is

also suitable for fluorescence microscopy. It is also recommended that many

animals (>25) of specific stages be examined for staining, and that the number

of animals with good staining be quantified. Under optimal conditions, we rou-

tinely observe that at least 75%, and usually greater than 80%, of embryos will

show detectable signal (Lin et al., 2009). The sensitivity of the approach has been

confirmed by quantification of transcripts by single molecule detection (Raj et al.,

2010). Quantification of endogenous transcripts of zygotic genes expressed in

endoderm specification has shown that there are at most some 400 transcripts of

end-3 in the early E lineage (Raj et al., 2010). We have observed very strong

expression of end-3 in the E cell of early embryos (Fig. 5B) (Maduro et al., 2007),

suggesting that this procedure is sensitive enough to detect several hundred

transcripts. Given that the signals observed for end-3 are fairly strong, it is likely

that smaller numbers of transcripts (e.g., around 100) could be detected with this

approach.
X. Summary
The detection of mRNA in situ provides a rapid means by which to determine the

expression pattern of endogenous genes. A timetable is provided to assist in planning

(Fig. 6). We have described a protocol that, in our hands, results in reproducible

staining of endogenous mRNAs with a lower limit of at most several hundred

http://www.lmscope.com/index_e.html
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Fig. 6 Suggested timetable of steps in the procedure.
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transcripts per cell. This approach should be useful for laboratories that wish tomake

a semiquantitative determination of gene expression at a modest cost inC. elegans or

other related species.
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Abstract
The Caenorhabditis elegans hermaphrodite is a complex multicellular animal

that is composed of 959 somatic cells. The C. elegans genome contains �20,000

protein-coding genes, 940 of which encode regulatory transcription factors (TFs). In

addition, the worm genome encodes more than 100 microRNAs and many other

regulatory RNA and protein molecules. Most C. elegans genes are subject to regu-

latory control, most likely by multiple regulators, and combined, this dictates the

activation or repression of the gene and corresponding protein in the relevant cells and

under the appropriate conditions. A major goal in C. elegans research is to determine

the spatiotemporal expression pattern of each gene throughout development and in

response to different signals, and to determine how this expression pattern is accom-

plished. Gene regulatory networks describe physical and/or functional interactions

between genes and their regulators that result in specific spatiotemporal gene expres-

sion. Such regulators can act at transcriptional or post-transcriptional levels. Here, I
d. 271
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will discuss the methods that can be used to delineate gene regulatory networks in

C. elegans. I will mostly focus on gene-centered yeast one-hybrid (Y1H) assays that

are used to map interactions between non-coding genic regions, such as promoters,

and regulatory TFs. The approaches discussed here are not only relevant toC. elegans

biology, but can also be applied to other model organisms and humans.
I. Introduction
Complex multicellular model organisms such as C. elegans need to faithfully

develop from a fertilized oocyte into a complete and fully functioning animal that is

composed of different cell and tissue types. After development is completed, meta-

zoan organisms also need mechanisms for homeostasis and to adequately respond to

physiological and environmental cues, in order to find mating partners, to detect

food, and to avoid pathogens. For correct functionality, cells and tissues need to

compute an appropriate biological output based on the input they receive. Such an

output can, for instance, be to differentiate, to move, or to enter the dauer stage.

Biological outputs result from interactions between the different biomolecules cells

and tissues contain, including the genome, proteins and RNA molecules as well as

small molecules such as metabolites.

Developmental and post-developmental processes are controlled, at least in part,

by the specific spatiotemporal expression of each of the �20,000 protein-coding

genes in the C. elegans genome. Each gene/protein is likely controlled by multiple

regulators and at multiple levels (Figs. 1 and 2). First, genes are transcribed into
ig. 1 The different levels of differential gene expression. This review focuses mainly on the transcrip-

ion, and to a lesser extent, on microRNAs.
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Fig. 2 A) The first levels of gene regulation of the �20,000 protein-coding genes are controlled

transcriptionally by �940 TFs that can either activate or repress transcription and post-transcriptionally

by �150 microRNAs that repress mRNA translation and/or stability. B) Cartoon of a gene regulatory

network involving genes, TFs, and microRNAs.
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mRNAs, and this is controlled by the action of regulatory transcription factors (TFs)

that can repress or activate gene expression by directly interacting with the genome

Second, mRNA stability and translation are controlled by small RNAs such as

microRNAs, and by RNA binding proteins that frequently interact with the 30UTR
of their target mRNAs. Third, after translation, proteins can be stabilized or desta-

bilized due to post-translational modifications by, for example, kinases or acety

lases. Finally, sub-cellular mRNA and protein localization can be subject to contro

mechanisms as well.

The delineation of the complex networks that comprehensively describe the

physical and regulatory interactions at each of these levels and between all
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biomolecules is a daunting task. Here, I will focus specifically on C. elegans gene

regulatory networks that control gene expression at the transcriptional and post-

transcriptional levels. I will briefly discuss the methods that can be used to identify

the players in gene regulatory networks, as well as approaches to identify interac-

tions between them, with a primary focus on gene-centered yeast one-hybrid (Y1H)

assays that are used to identify interactions between non-coding regulatory DNA

regions and TFs.
II. Gene Regulatory Networks
Gene regulatory networks are composed of two main components: nodes and

edges. The network nodes are the players involved, that is, the genes and their

regulators. The edges are the physical and/or regulatory relationships between the

nodes (Fig. 2B). Gene regulatory networks are different from better-known protein–

protein interaction networks, because gene regulatory networks are both bipartite

and directional. They are bipartite because there are two types of nodes: genes and

regulators, although of course some genes are themselves regulators of other genes

or proteins. Gene regulatory networks are directional because regulators control

genes and usually not the other way around. In order to map and characterize gene

regulatory networks, one needs to first identify the nodes. For the genes this means to

identify the non-coding genomic DNA sequences that participate in the control of

gene expression, and for the regulators this means to identify which protein-coding

genes encode TFs, RNA binding proteins, and other regulators, as well as to deter-

mine the complete collection of regulatory RNA molecules. Here, I will mostly

focus on TFs and microRNAs, and the types of genic regions they interact with.
III. Identifying Gene Regulatory Network Nodes

A. Regulatory Regions
Different parts of a gene can contribute to its regulation. The more complex an

organism, the more complex its gene regulation is. In C. elegans there are two main

regulatory regions: gene promoters in the genome and 30UTRs in mRNAs.
1. Promoters
A gene promoter is the genomic DNA sequence immediately upstream of the

transcription start site. Generally, promoters are composed of a basal element where

the general transcriptional machinery binds (e.g., RNA polymerase II and general

TFs), and the proximal gene promoter that serves as a landing site for regulatory TFs.

Since the majority of C. elegans genes are subject to trans-splicing, precise tran-

scription start sites have not been determined for most genes. However, 50UTRs are
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short compared to more complex organisms such as humans, and for practical

purposes, promoters can therefore be defined as the region immediately upstream

of the translational start site. It is difficult to determine the 50 start point of gene
promoters. However, since most intergenic regions are shorter than 2 kb, most

studies have limited their analyses to this length (Deplancke et al., 2004; Dupuy

et al., 2004; Hunt-Newbury et al., 2007). Importantly, it has been shown that this

region, when fused to a reporter gene such as that encoding the green fluorescent

protein (GFP) often drives gene expression in a manner that recapitulates the

expression of the endogenous gene (Dupuy et al., 2004; Grove et al., 2009; Hunt-

Newbury et al., 2007; Martinez et al., 2008b; Reece-Hoyes et al., 2007).

To facilitate the system-level analysis of gene expression, a clone resource com-

prised of �6000 C. elegans promoters, referred to as the Promoterome, has been

generated (Dupuy et al., 2004). This resource is based on the Gateway cloning

system and consists of promoter Entry clones that can be easily transferred tovarious

Destination vectors by a simple recombination reaction (Hartley et al., 2000;

Walhout et al., 2000b). Destination vectors that can be used to analyze gene regu-

latory networks include a GFP vector for the creation of transgenic animals to study

promoter activity in vivo, and Y1H vectors for the identification of TFs that can

interact with the promoter (see below). So far, systematic efforts have determined the

in vivo activity of �350 TF-encoding gene promoters (Grove et al., 2009; Reece-

Hoyes et al., 2007),�1800 additional gene promoters (Hunt-Newbury et al., 2007),

and 73microRNA gene promoters (Martinez et al., 2008b). Many of the correspond-

ing transgenic lines are available to the community through the C. elegans genetics

center (CGC).
2. 30 UTRs
The 30UTR is the untranslated region in the mRNA, immediately downstream of

the stop codon. This region is subject to post-transcriptional control by microRNAs

and RNA binding proteins. Recently, a comprehensive collection of 30UTRs has

been delineated for most C. elegans genes (Mangone et al., 2010). Cloning these

30UTRs into Gateway-compatible vectors will provide a resource for experimental

gene regulatory network mapping that is similar to the ORFeome (see below) and

Promoterome resources.
3. Other Genic Regulatory Regions
It is not clear to what extent other regulatory regions function in gene regulatory

networks in C. elegans. So far, transcriptional studies have mostly focused on

promoters. However, it is clear that other regions, such as introns and sequences

downstream of the gene, can also play a role. Similarly, microRNAs and RNA

binding proteins could target regions outside 30UTRs within their mRNA targets.

Systematic studies are required to elucidate the relative role different genic regions

play in complex gene regulatory networks.
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B. Regulators

1. Transcription Factors
TFs provide the first level of gene control. They bind directly to DNA through

their sequence-specific DNA binding domain and can be grouped into families

based on the type of DNA binding domain they possess (Reece-Hoyes et al.,

2005). Well-known DNA binding domains include the homeodomain, the basic

helix-loop-helix (bHLH) domain, C2H2 zinc fingers, the ETS domain, the bZIP

domain, and C4-type zinc fingers found in nuclear hormone receptors (NHRs). TFs

can be predicted in a genome of interest by searching the complete collection of

proteins for the presence of a known DNA binding domain. This is usually done by

computational methods, for instance using Interpro (Mulder et al., 2003) or SMART

(Letunic et al., 2004) databases. However, we have found that visual inspection of

predicted DNA binding domains using knowledge of their sequence and structure is

highly useful as well. Indeed, by doing sowe increased the predicted set ofC. elegans

TFs from �600 (Ruvkun and Hobert, 1998) to 940, or �5% of all protein-coding

genes (Reece-Hoyes et al., 2005; Vermeirssen et al., 2007b). Most C. elegans TF-

encoding genes encode a single splice variant; however in some cases multiple

variants are present, and some of these may encode proteins with different DNA

binding domains (Reece-Hoyes et al., 2005). Interestingly, different TF variants can

have different biological functions. For instance, different variants of the forkhead

protein DAF-16were recently found to be expressed in distinct patterns and to confer

different functions related to metabolism and aging (Kwon et al., 2010). Several

proteins have been identified that can bindC. elegans gene promoters but that do not

possess a known DNA binding domain (Deplancke et al., 2006a; Vermeirssen et al.,

2007a). Thus, the total collection of C. elegans TFs may be slightly larger, but is

likely not to exceed 1000 (unpublished data).

More than 12,000 C. elegans full-length open reading frames (ORFs) have been

cloned into a Gateway-compatible resource called the ORFeome (Lamesch et al.,

2004; Reboul et al., 2003). We obtained the TF-encoding ORFs from this resource

and supplemented that with TF-encoding ORFs that we cloned ab initio (Deplancke

et al., 2004; Vermeirssen et al., 2007b). The resulting clone collection currently

contains �90% of all full-length TFs and can be directly used in assays for the

delineation of gene regulatory networks such as Y1H assays (unpublished data, see

below).
2. MicroRNAs
MicroRNAs regulate gene expression post-transcriptionally by sequence-specific

but imperfect basepairing with the 30UTR of their target mRNAs. It has been

estimated that the C. elegans genome encodes more than 110 microRNAs

(Lehrbach and Miska, 2008). Some of these have been identified genetically (e.g.,

lin-4, let-7), some have been predicted computationally (Lim et al., 2003), and others

were more recently found by deep sequencing small RNA populations purified from
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worms (Friedlander et al., 2008; Kato et al., 2009). As with TFs, microRNAs can

also be grouped into families, based on their seed sequence, the part with which they

basepair with their target genes. It is not yet clear whether allC. elegansmicroRNAs

have been identified. Indeed, it may be that additional microRNAswill be uncovered

when the animal is exposed to particular conditions, in males or dauers, or when

sequencing techniques further improve to detect microRNAs of very low abundance.
3. Other Regulators
In addition to TFs and microRNAs, other RNA and protein molecules contribute

to differential gene regulation. These include RNA binding proteins, transcriptional

co-factors, and signaling molecules such as kinases and phosphatases, as well as

endogenous siRNAs and, perhaps, long non-coding RNAs. Systematic computa-

tional and experimental analyses will shed light on the number of molecules in each

class of regulators.
C. Delineating Gene Regulatory Network Edges

1. TF-Target Gene Interactions
Interactions between TFs and their target genes can be identified using two

conceptually different and highly complementary strategies. The first are TF-cen-

tered (protein-to-DNA); they start with a TF of interest and identify the genes with

which this factor interacts. The second are gene-centered (DNA-to-protein); they

start with a gene of interest and identify the TFs with which it interacts (Fig. 3).
2. Transcription Factor-Centered Methods: ChIP
The most widely used TF-centered method is chromatin immunoprecipitation

(ChIP). In ChIP assays, an anti-TF antibody is used to precipitate TFs in vivo.

Briefly, worm extracts are first treated with formaldehyde to crosslink proteins to

proteins and proteins to DNA. After precipitation of the TF, associated DNA mole-

cules can be identified 1) by PCR using primer sets of interest (Deplancke et al.,

2006a); 2) by cloning and sequencing (Oh et al., 2006); 3) using microarrays that tile

the entire C. elegans genome (Tabuchi et al., 2011; Whittle et al., 2009); or more

recently 4) by deep sequencing (e.g., 454 or Solexa). Controls include a non-relevant

antibody and, if possible, mutant animals that do not express the TF of interest

(Walhout, 2011).

ChIP is a powerful method to identify TF-target gene interactions that occur

in vivo. However, it is mostly limited to TFs that are highly and/or broadly expressed

throughout the lifetime of the animal, and to TFs for which ChIP-grade antibodies

are available. It is, however, also feasible to use ChIP in transgenic animals that

overexpress an epitope-tagged TF. Although ChIP is usually the method of choice

when one is interested in one or a few TFs, it is less suitable when one is interested in



[(Fig._3)TD$FIG]

Fig. 3 Both TF-centered and gene-centered methods can be used for the identification of TF-target

gene interactions.
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a single gene (or a set of genes) and wants to identify the TFs that contribute to its

(their) regulation. This is because all 940 TFs would have to be tested and under all

relevant developmental and physiological conditions. Detailed discussion and pro-

tocols for ChIP in worms are provided elsewhere (Mukhopadhyay et al., 2008).
3. Gene-Centered Methods: Y1H Assays
Y1H assays provide a genetic method for the gene-centered identification of TF-

target gene interactions. The Y1H system is conceptually similar to yeast two-hybrid

(Y2H) assays that have been used extensively to map C. elegans protein–protein

interaction networks (Li et al., 2004; Walhout et al., 2000a, 2002). Here, I will

discuss the principles of the Y1H system. Detailed Y1H protocols are available

elsewhere (Deplancke et al., 2006b).
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The Y1H system uses a reporter gene readout in yeast to detect interactions

between a ‘‘DNA bait’’ and a ‘‘protein prey’’ (e.g., TF) (Fig. 4). The first step in

Y1H assays involves the selection of the DNA bait. In most of the cases, this will be a

gene promoter or a small cis-regulatory element. Next, the DNA bait is cloned

upstream of two reporter genes,HIS3 and LacZ (Fig. 4). Traditionally, this was done

by restriction enzyme/ligation-based methods (Li and Herskowitz, 1993). However,

this is difficult to standardize and thus not amenable to the high-throughput settings

that are required for regulatory network studies. To enable high-throughput cloning

of DNA baits, we have combined the Y1H system with Gateway cloning, a recom-

bination-based method that is compatible with the Promoterome resource

(Deplancke et al., 2004). With this method, multiple DNA baits can be transferred

to the Y1H reporter Destination vectors simultaneously (e.g., in 96-well plates).

After cloning, the two DNA bait::reporter constructs are linearized and integrated

into the genome of a suitable yeast strain. DNA bait::HIS3 constructs are integrated

into a mutant HIS3 locus and plated on media lacking histidine. There is enough

background His3 expression conferred by the basal yeast promoter present in the

DNA bait::reporter constructs to enable growth on media lacking histidine. When

the same construct is used in a protein–DNA interaction assay, however, the media

are supplemented with 3-aminotriazole (3AT), a competitive inhibitor of the His3

enzyme. That way, the growth of the yeast depends on an increase in expression of

His3, conferred by an interacting AD-TF hybrid protein (see below and Fig. 4). DNA

bait::LacZ constructs contain a wild-type URA3 gene and are integrated into a

mutant URA3 locus, thereby rescuing the Ura3 deficiency when plated on media

lacking uracil. The DNA bait::reporter constructs do not carry a yeast origin of

replication and, therefore, the formation of colonies is strictly dependent on their
[(Fig._4)TD$FIG]

Fig. 4 Cartoon of yeast one-hybrid assays. AD – Gal4 transcription activation domain; TF – tran-

scription factor.
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integration into the yeast genome. Integrations are generally done sequentially,

either by first integrating the DNA bait::HIS3 or the DNA bait::LacZ construct,

and following with the other. However, it is possible to integrate both constructs

simultaneously, but the efficiency will be much lower and only a handful of colonies

is usually obtained (unpublished data).

After picking integrant colonies, they need to be tested for background reporter

gene expression (auto-activation). Levels of auto-activation can differ between

integrants from the same DNA bait::reporter construct, most likely because of

differences in copy number (Deplancke et al., 2004). The degree of auto-activation

of DNA bait::HIS3 strains is determined by plating the colonies on media lacking

histidine, and with increasing concentrations of 3AT (5, 10, 20, 40, 60, and 80 mM).

Preferably colonies are selected that do not confer growth on low concentrations

(5–40 mM) of 3AT. The degree of auto-activation of DNA bait::LacZ strains is

determined by a colorimetric assay where white indicates no expression and

darker shades of blue indicate increasing induction of bGalactosidase. Colonies

with little or no blue should be selected where possible. In our hands 10–20% of

all DNA baits exhibit high levels of auto-activation. These baits are difficult to use

in Y1H assays although interacting TFs can sometimes be detected, particularly in

directed Y1H assays (Vermeirssen et al., 2007b).

After obtaining double integrant DNA bait strains that exhibit the lowest possible

levels of auto-activation, the actual Y1H experiment can be performed to detect

interacting TFs. In Y1H assays, TFs are fused to the transcription activation domain

(AD) of the yeast Gal4 protein. This ensures that both activators and repressors of

transcription can be detected. In other words, only physical protein–DNA interac-

tions are examined in Y1H assays. AD-TF clones can be obtained from different

sources and can be introduced into the DNA bait strain in different ways (Fig. 4). In

our Y1H system, AD-TF clones carry wild-type yeast TRP1 gene and, therefore,

colonies containing the plasmid are selected on media lacking tryptophan.

The most commonly used method is by transforming an AD-cDNA library into

haploid DNA bait strains (Arda et al., 2010; Deplancke et al., 2004, 2006a, 2006b;

Martinez et al., 2008a; Vermeirssen et al., 2007a). Another source for such haploid

transformations was created by cherry-picking relevant clones from the ORFeome,

transferring them to the AD Y1H Destination vector by Gateway cloning, and com-

bining them into a single AD-TF mini library (Deplancke et al., 2004). This library

consists of �650 full-length TFs. Screening such a mini library enables the detection

of TFs that are underrepresented in non-normalized cDNA libraries. Since TFs are

often of low abundance, this can be very useful. In library screens, interacting TFs

are identified by yeast colony PCR and sequencing. We have also developed mini

pools of individual AD-TF clones that can be introduced into DNA bait strains by

transformation (Vermeirssen et al., 2007b). These pools are designed using a ‘‘Smart

pool’’ strategy, based on a Steiner Triple System that is used in combinatorial math-

ematics. We have generated these pools as well as the scripts to deconvolute the

resulting interactions. This method is useful for higher throughput, cost-effective Y1H

experiments because it does not rely on extensive prey sequencing. Single AD-TF
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clones can of course also be transformed individually when particular pre-defined

interactions are to be examined (Reece-Hoyes et al., 2009).

In addition to transformation into haploid DNA bait strains, AD-TF clones can

also be introduced by mating. For this, we have transformed the AD-TF clones

(�755 in the first iteration) into yeast of mating type a, which is compatible for

mating with the DNA bait strains that have the ‘‘a’’ mating type (Vermeirssen et al.,

2007b). DNA bait strains are mated with the AD-TF clone array and positives are

examined in diploids. Each of these different methods for introducing AD-TFs into

DNA bait strains has advantages and disadvantages (Vermeirssen et al., 2007b).

Generally, transformation detects more interacting TFs than mating. However, mat-

ing is fast, less labor-intensive, and much less costly. Further, interactions detected

bymating are highly reproducible.When comparing library screens tomore directed

experiments with smart pools or individual clones, it is clear that many more

protein–DNA interactions are found by the latter methods. However, with directed

experiments only cloned TFs can by definition be found, which in our current

collection is about 850 (�90%) (Vermeirssen et al., 2007b) (unpublished data).

Proteins that do not have a recognizable DNA binding domain can only be retrieved

in unbiased cDNA library screens (Deplancke et al., 2006a; Vermeirssen et al.,

2007a). However, we do include these in TF resources after confirming their capa-

bility of interacting with C. elegans promoters and obtaining a suitable clone.
4. MicroRNA–mRNA Interactions
Putative interactions between the 30UTRs of mRNAs and microRNAs are mostly

identified genetically or computationally predicted using one or more algorithms

that are publicly available. These include PicTar (Lall et al., 2006), MiRanda

(Griffiths-Jones et al., 2006), TargetScan (Lewis et al., 2005), RNA hybrid

(Rehmsmeier et al., 2004), and mirWIP (Hammell et al., 2008). These algorithms

are challenging to use because they are often too greedy (high rate of false positive

predictions), or too stringent (high rate of false negative predictions). In order to

alleviate this, at least to some extent, we have previously used predictions that were

found by at least two of the four algorithms used (Martinez et al., 2008a). Future

experimental approaches will shed light onto physical and functional microRNA–

mRNA interactions that occur in vivo (Lall et al., 2006; Zisoulis et al., 2010).
5. Other Regulatory Interactions
In addition to protein–DNA and microRNA–mRNA interactions, other relation-

ships are involved in gene control. An important class involves sequence-specific

RNA binding proteins that interact with the 30UTR of mRNAs. It is not yet clear how

many sequence-specific RNA binding proteins are encoded by the C. elegans

genome, and only few have been studied genetically or biochemically. For instance,

detailed binding sites have been determined in vitro for MEX-3, MEX-5, and a

handful of other RNA binding proteins (Farley et al., 2008; Pagano et al., 2007,
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2009). However, the functionality of most RNA binding proteins and their mRNA

targets remains largely unexplored.
IV. Gene Regulatory Network Visualization and Analysis
The identification of physical and functional relationships between genes and

their regulators is only the first step in the characterization of gene regulatory

networks. Lists of interactions are usually difficult to navigate through. Network

models, however, provide a visually attractive method for gene regulatory network

analysis. We usually use the publicly available Cytoscape tool (Shannon et al., 2003)

for network visualization and analysis (Arda et al., 2010; Deplancke et al., 2006a;

Grove et al., 2009; Martinez et al., 2008a; Vermeirssen et al., 2007a). Subsequently,

we use a variety of tools for network analysis. Most notably we use topological

overlap coefficient analysis to compare gene expression patterns and to identify TF

or gene networkmodules. These methods are discussed elsewhere (Arda et al., 2010;

Arda and Walhout, 2009; Ravasz et al., 2002; Vermeirssen et al., 2007a).
A. Gene Regulatory Network Validation
As with any method, the identification of physical and functional interactions

between genes and their regulators is subject to issues related to both assay sensi-

tivity and assay specificity (Walhout, 2011). Sensitivity refers to the proportion of

real interaction that can be identified by the assay; interactions that cannot be

detected are referred to as false negatives. Specificity refers to the proportion of

interactions detected that are real, that is, that do occur in vivo and/or that have a

biological consequence. Interactions that are detected but that are not ‘‘biologically

meaningful’’ are referred to as false positives.
1. False Negatives
Previously, we estimated the coverage of our Y1H screens to be �35%

(Deplancke et al., 2006a). This number is based on a very small number of available

published interactions, but is very similar to the coverage obtained with Y2H

(Braun et al., 2009). There are several reasons that not all possible TF-promoter

interactions can be detected by Y1H assays: 1) Several TFs bind DNA as obligatory

dimers. Although homodimers can be detected, the Y1H assay currently is not

configured to detect heterodimers. In the future, we hope to develop approaches

that enable the detection of heterodimeric TF-DNA interactions in directed Y1H

assays. 2) We will not find TFs that depend on specific post-translational modifi-

cation or co-factor interactions withC. elegans proteins for DNA binding. 3)We can

obviously only find TFs that are available in the TF resource used. However, it is

highly encouraging to note that we have already detected interactions for about 25%

of all predicted C. elegans TFs with only �1% of all gene promoters.
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2. False Positives
As with Y2H assays, there are two types of false positives with Y1H assays:

technical false positives that cannot be reproduced in the same assay and biological

false positives that represent genuine Y1H/Y2H interactions that nonetheless do not

occur in vivo. To keep the rate of technical false positives low several issues need to

be taken into consideration. First, it is best to only consider interactions that score

positively for both Y1H reporters, that is, that induce growth on media lacking

histidine and containing 3AT and that are bluer than an ‘‘AD only’’ control.

Second, it is important to make sure that the TF retrieved is in frame (only relevant

to cDNA library screens). Third, all Y1H interactions need to be retested in fresh

DNA bait cells (i.e., from a frozen stock that has not been used in the screen itself),

either by gap-repair (Walhout and Vidal, 2001) or by directly transforming an AD-

TF clone. This is necessary because baits canmutate in yeast and give rise to a colony

with an apparent interaction phenotype that is not reproducible (Walhout and Vidal,

1999). Fourth, it is absolutely critical to integrate DNA bait::reporter constructs into

the yeast genome. We have tried to perform the assay with replicating plasmids, but

the background expression was highly variable, probably due to different plasmid

copy numbers. Finally, it is important to note that interactions obtained with highly

auto-active DNA baits are more difficult to assess and may be less specific. We have

developed an interaction scoring scheme to assess the results obtained from Y1H

library screens (Vermeirssen et al., 2007a).

Biological false positives aremore challenging to assess. First, the genome itself is

the same in every cell and thus, when a TF is expressed in any given cell one may

expect the interaction to occur. However, the nucleosome occupancy likely varies in

different cell types and this may prevent interactions from occurring in vivo. The

integration of theDNA baits into the yeast genome ensures that they are incorporated

into chromatin and, thus, Y1H assays are not based on interactions with naked DNA.

However, it could be that the integration of the DNA baits in yeast only partially

recapitulates the chromatin state in anyC. elegans cell in vivo. In Y1H assays, we can

find multiple members of a TF family binding to a particular DNA bait. This could

be because these members have very similar DNA binding specificities and that this

does not reflect in vivo functionality. However, we, and others, have found that

multiple members of a TF family can bind the same DNA targets in vivo and can

function redundantly (Hollenhorst et al., 2007; Ow et al., 2008). For instance,

multiple TFs with a FLYWCH DNA binding domain were found to interact with

microRNA promoters in Y1H assays and to redundantly repress microRNA expres-

sion in the earlyC. elegans embryo (Ow et al., 2008). It is also important to note that

not all TF-DNA interactions lead to a regulatory consequence. For instance, ChIP

has identified numerous interactions that do not have an apparent biological function

(Li et al., 2008). This should be taken into account when physical interactions are

being assessed by regulatory assays such as target gene expression in TF mutants or

by TF knockdown with RNAi. Finally, different validation assays each have their

own rate of false negatives, that is, they cannot detect every single genuine
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interaction. For instance, assays that are performed with mixed populations of

animals can easily miss interactions that occur only in a few cells or only during a

short developmental time. Indeed, in our study of the B0507.1 promoter, we found a

reduction in expression upon loss of the TF CES-1 only in the spermatheca, rectal

gland, and pharyngeal-intestinal valve and, since these are not large tissues, this

would be extremely difficult to detect in mixed population whole animal assays such

as qPCR (Reece-Hoyes et al., 2009).
V. Future Challenges
The comprehensive mapping of gene regulatory networks in C. elegans has only

just started. Future studies are needed to complete transcriptional networks by high-

throughput Y1H assays, and by other complementary assays such as ChIP. In addi-

tion, it will be highly useful to systematically generate promoter::GFP constructs and

corresponding transgenicC. elegans lines for all worm genes. Such lines can then be

used to examine promoter activity under different experimental or physiological

conditions and to validate transcriptional networks, for instance using TF mutants or

TF knockdown. Further, the continued experimental analysis of microRNAs and

other small RNAs will be of extremely high value. Experimental methods also need

to be developed and applied to assess other regulatory networks, such as those

involving RNA binding proteins, signaling molecules, and metabolites. Finally, it

will be exciting to go beyond static network models that represent a compilation of

the interactions that can occur in the animal and to incorporate the dynamics and

levels of gene and regulator expression and activation throughout the lifetime of the

nematode.
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Abstract
C. elegans is a powerful metazoanmodel system to address fundamental questions

in cell and developmental biology. Research in C. elegans has traditionally focused

on genetic, physiological, and cell biological approaches. However, C. elegans is

also a facile system for biochemistry: worms are easy to grow in large quantities, the

functionality of tagged fusion proteins can be assessed using mutants or RNAi, and

the relevance of putative interaction partners can be rapidly tested in vivo.

Combining biochemistry with function-based genetic and RNA interference screens

can rapidly accelerate the delineation of protein networks and pathways in diverse

contexts. In this chapter, we focus on two strategies to identify protein–protein

interactions: single-step immunoprecipitation and tandem affinity purification.

We describe methods for growth of worms in large-scale liquid culture, preparation

of worm and embryo extracts, immunoprecipitation, and tandem affinity purifica-

tion. In addition, we describe methods to test specificity of antibodies, strategies

for optimizing starting material, and approaches to distinguish specific from non-

specific interactions.
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ABBREVIATIONS
APC, Anaphase-promoting complex; CBP, Calmodulin-binding peptide; ChIP,

Chromatin Immunoprecipitation; DMP, Dimethylpimelidimate; dsRNA, Double

stranded RNA; GST, Glutathione S-transferase; h, Hour; IP, Immunoprecipitation;

LAP, Localization and Affinity Purification; MosSCI, Mos1 mediated Single Copy

transgene Insertion; nAChR, Nicotinic acetylcholine receptor; RNAi, RNA inter-

ference; RT, Room temperature; TAP Tandem Affinity Purification; TEV, Tobacco

etch virus.
I. Introduction
Caenorhabditis elegans is widely recognized as a powerful model system for cell

and developmental biology. The landmark work that described the cell lineage from

embryo to adult provided the foundation to study cell biology in the context of

development in C. elegans (Sulston et al., 1983). Research in C. elegans has

traditionally emphasized genetic and physiological approaches to elucidate gene

function. Classical epistasis analysis groups genes isolated by mutagenesis screens

into distinct pathways (Huang and Sternberg, 2006). In the past decade, genome-

wide RNAi screens have greatly accelerated the annotation of gene functions

(Fernandez et al., 2005; Kamath et al., 2003; Piano et al., 2000, 2002;

Sonnichsen et al., 2005). Until recently, biochemical studies have lagged behind,

primarily due to the historical trajectory of C. elegans research. However,

C. elegans is a facile system for biochemical approaches as it is straightforward

to grow worms in large quantities, assess the functionality of tagged fusion proteins

using mutants or RNAi, and test the relevance of any identified interacting protein

rapidly through in silico analysis and in vivo methods (Audhya and Desai, 2008;

Moresco et al., 2010).

In this chapter, we focus onmethods inC. elegans for isolating protein complexes

and identifying new interacting proteins using mass spectrometry. In addition, we

describe cloning vectors that are useful for protein tagging and methods to assess

antibody specificity. To identify new interaction proteins we employ two major

strategies. In the first strategy, the target protein is purified using single-step

immunoprecipitation (IP) with an affinity purified polyclonal antibody and the

entire immunoprecipitate is subjected to mass spectrometric analysis.

Immunoprecipitation of the endogenous protein has several advantages: protein

expression is controlled by the endogenous promoter and protein function is not

altered by addition of a tag. The drawback of this approach is that a large number of

proteins are detected using current highly sensitive mass spectrometry methods.

This poses a challenge for discriminating between relevant and non-specific inter-

actions and therefore the significance of co-purified proteins needs to be carefully

evaluated in follow-up work. A potential additional drawback is that binding of the

primary antibodymay block association with a subset of interacting components. In

the second strategy, we use tandem affinity purification (TAP) to isolate high
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affinity complexes (Rigaut et al., 1999). Two sequential affinity purification steps

significantly reduce background and lead to clean isolation of protein complexes.

Two potential drawbacks of this approach are that the tag has the potential to alter

protein function and that the stringency of the two-step purification procedure may

cause loss of low affinity interacting proteins. As either strategy has drawbacks,

whenever possible we conduct both in parallel. Such a dual approach was critical

in defining the protein network that constitutes the core microtubule-binding site

of the chromosome during cell division (Cheeseman et al., 2004; Desai et al.,

2003).

Below we discuss first the tools necessary for biochemical analysis of a protein of

interest followed by detailed methods for large-scale worm culture, extract prepa-

ration, and protein complex isolation (Fig. 1). We additionally profile methods to

assess specificity of antibodies and optimize starting material for complex

isolations.
II. Generating Tools for Biochemistry

A. Generating a Polyclonal Antibody
We highly recommend that an affinity-purified antibody be generated to every

protein of interest. An antibody that recognizes its target with high specificity is an

invaluable reagent, and in most cases will be suitable for immunoprecipitation,

localization studies, and immunoblotting. Ideally, two independent antibodies

should be generated against non-overlapping epitopes. We have had good success

with soluble fusion protein fragments of 100–200 amino acids expressed in bacteria,

purified, and sent to a commercial vendor for antisera production (almost always in

rabbits). The antibody is affinity purified from the antisera using columns with

immobilized antigen that lack the fusion tag used for the initial antigen purification.

Alternatively, antibodies against the tag can be first depleted from the antisera prior

to affinity purification. Peptide antibodies can also be produced but, in our experi-

ence, have significantly lower rates of success than fusion protein antibodies. A

newer option is DNA-based immunization, which does not require antigen purifi-

cation for immunization but still requires purified protein for affinity purification of

the antisera (Chowdhury, 2003).

The specificity of the affinity-purified antibody must be validated by immunoblot

and immunofluorescence usingwild-type andmutant backgrounds. If a mutant is not

available, RNAi targeting the protein of interest should be performed. The most

common cross-reactivity we have observed in fusion protein injection-generated

antibodies is to E. coli proteins that are present in both the injected antigen and in the

antigen preparations used for affinity purification. Because worms eat E. coli,

bacterial protein epitopes are difficult to eliminate. If the protein of interest is

present in embryos, the use of embryo isolated by bleaching avoids this problem

as these do not have bacterial epitopes. Contaminating antibodies to bacterial pro-

teins can be depleted using immobilized E. coli lysate (Thermoscientific Cat.
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Fig. 1 Experimental outline for protein complex identification inC. elegans.Wild-type or LAP-tagged

strain is grown on NGM plates until larvae are starved. With starved larvae an unsynchronized starter

culture is inoculated. Embryos are isolated by bleaching and hatched in the absence of food to obtain

starved L1 larvae. Starved L1 larvae are used to set up six synchronized liquid cultures. After several

rounds of synchronized liquid culture, when sufficient amounts of worms/embryos are obtained, the

extract is prepared and protein complexes are purified by immunoprecipitation and analyzed by mass

spectrometry. Approximate time for each experiment is indicated. (See color plate.)
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#44938) and also blocked by adding an unrelated fusion protein preparation that

harbors similar contaminants. For both immunofluorescence and immunoblotting,

we typically use 0.5–1 mg/mL affinity-purified antibody in the primary antibody

incubation step. To deplete contaminating anti-bacterial protein antibodies, we

incubate 500 mL of 10 mg/mL affinity purified antibody (diluted in AbDil: PBS
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+ 2% BSA + 0.1% Triton X-100 + 0.1% sodium azide) with 100 mL of E. coli

protein agarose for 1–2 h at room temperature. The supernatant is then mixed with

50 mg/mL final concentration of an unrelated fusion protein purified from bacteria

(harboring the same tag as the antigen) and then used for immunoblotting. This

procedure eliminates anti-bacterial protein antibody cross-reactivity even in highly

sensitive chemiluminescent detection.
B. Assessing Antibody Specificity by Immunoblotting after RNAi
The following protocol describes how to prepare worm extract for immunoblot

analysis to test antibody specificity. It is important to wash the worms thoroughly to

remove bacteria. Worms can be washed for up to 2 h in M9 containing 0.1% Triton

X-100 if bacterial contamination remains a problem. As noted above, a good way to

prevent bacterial epitopes in the sample is to use embryonic extract. However, a

tradeoff with using embryo extract is that RNAi has to be performed by feeding,

which might be less penetrant than injection. Therefore, we routinely perform RNAi

blots using worms and, if necessary, treat the primary antibody to remove/block

antibodies to bacterial epitopes.

To determine RNAi efficiency, a serial dilution of extract prepared fromwild-type

worms should be analyzed on the same blot as the RNAi extract sample (Fig. 2). As a

loading control, a primary antibody of a different species should be used – we

typically use anti a-tubulin antibody that was generated in mouse (DM1A Sigma-

Aldrich, Cat. #T9026).

RNAi-mediated depletion of gene products has shown to be effective for a large

number of genes, including essential genes (Green et al., 2011; Kamath et al., 2003;

Sonnichsen et al., 2005). If reduction of the band detected by western blotting is not

observed after RNAi this may be due to low RNAi efficacy or due to the antibody

recognizing a non-specific band of similar molecular weight as the gene product of

interest. In this case, alternate RNAi conditions (feeding, injection, soaking, tem-

perature, and time) or, ideally, null mutants should be analyzed by western blotting to

assess antibody specificity.
[(Fig._2)TD$FIG]

Fig. 2 Immunoblot of wild-type and knl-1(RNAi) adult extract probed using anti-KNL-1 and anti

a-tubulin antibodies. A serial dilution of wild-type extract was loaded to determine the efficiency of

KNL-1 depletion.
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Before starting

Pipet 15 mL water into two screw-cap tubes, mark the liquid level, and remove the

water.

Put distilled water in sonicating water bath (Bransonic Ultrasonic Cleaner 3510)

and turn heating to 80 �C or to maximum. If the sonicating water bath does not have

heating capability, boiling water should be added prior to use.
1.
 Transfer 30 RNAi and 30 control worms into 0.5 mL M9 in marked tubes. We

typically use injection as a method for RNAi as it has the best penetrance for early

embryonic depletions, but soaking or feeding can also be used.
2.
 Add 1 mL M9 and pellet at 200g in a microcentrifuge. Carefully remove super-

natant leaving the worms undisturbed.
3.
 Repeat step 2 two times.
4.
 After last wash, remove all liquid down to 15 mLmark and add 15 mL 2� Sample

Buffer.
5.
 Place in sonicating water bath at 80 �C. Sonicate on maximum setting for

15–20 min.
6.
 Microcentrifuge at 200g and check that worms have dissolved (you should not

see a pellet). If a significant pellet remains boil the samples at 95 �C in a heat

block with intermittent vortexing.
7.
 Lightly centrifuge, mix by flicking, and load�10 mL/lane for immunoblots (aim

for one worm per microliter of final sample).
C. Tandem Affinity Purification Tags
Tandem Affinity Purification allows the isolation of protein complexes in high

purity. A composite tag is fused to the protein of interest containing two different

purification tags separated by a protease cleavage site (Fig. 3). The original TAP tag

used a domain of protein A that binds to IgG and a calmodulin-binding peptide

(CBP) separated by a highly specific tobacco etch virus (TEV) protease site

(Rigaut et al., 1999). In C. elegans, a version of this approach that we have used

with significant success is the localization and affinity purification (LAP) tag

(Cheeseman and Desai, 2005). The LAP tag is a modification of the TAP tag that

can be used to both affinity purify the fusion protein and study its in vivo localization

dynamics. The LAP tag contains GFP (or mCherry) and S peptide (that binds

S protein with high affinity) separated by a TEV cleavage site (Fig. 3A). The

LAP-tag fusion protein is first purified using anti-GFP-coupled beads, released

from the beads by TEV protease cleavage and further purified in a second step over

S protein agarose. The LAP tag has been successfully used in several studies to

isolate new protein complexes (Audhya et al., 2005; Cheeseman et al., 2004;

Dammermann et al., 2009; Gassmann et al., 2008). When using this tag for analysis

of protein complexes containing RNA, it should be kept in mind that the binding of S

peptide to S protein reconstitutes an active ribonuclease.

Several LAP-tag containing vectors are available: pIC26 allows fusing the target

protein at its N-terminus to the LAP tag using a SpeI restriction site (Fig. 3B–D)
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Fig. 3 TAP strategy and cloning vectors. A) The LAP-tagged target protein is first purified with anti-

GFP antibody coupled beads. LAP-tagged target protein and interacting proteins are released from the

beads by TEV protease cleavage and purified over S protein agarose. Interacting proteins are eluted from

the beads and analyzed by mass spectrometry. B) Schematic vector map illustrating the common features

of the standard LAP cloning vectors. C) Partial sequence of pIC26: in green 30 end of GFP, pink TEV

protease cleavage site, red S peptide. The SpeI cloning site is indicated. D) Overview of the different

features of the TAP cloning vectors. (See color plate.)
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(Cheeseman et al., 2004). pIC26 contains pie-1 regulatory sequences to express the

LAP-tagged protein in the germline and embryo and can be integrated by ballistic

bombardment of the strain DP38 using unc-119 as a transformation marker (see

Section II.D.). pAA65 contains the same features as pIC26 but has mCherry instead

of GFP as a fluorescent tag (Fig. 3B, D) (McNally et al., 2006). C. elegans LAP

vectors were reduced in size by introducing a truncated version of unc-119 in TH314
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and TH315 (Fig. 3D). However, incomplete rescue of the Unc phenotype makes the

identification of transformants more challenging. The target gene can be inserted in

these vectors at the 30 end of GFP by either Gateway cloning (TH315) or conven-

tional cloning (TH314). To fuse the protein of interest at the C-terminus to the LAP

tag either pAZ-GFPc (truncated unc-119) or pEZ-13 (full length unc-119) can be

used (Fig. 3D). The LAP tag can easily be transferred into other vectors using the

cassette present in pIC26.

Instead of fusing both tags to one protein, it is also possible to fuse them to different

members of the same protein complex. Such a ‘‘split’’ TAP tag was used to isolate

new binding partners of the integral membrane nicotinic acetylcholine receptor

(nAChR) (Gottschalk et al., 2005). Additional epitopes have been implemented for

tandem affinity purifications (Polanowska et al., 2004; Schaffer et al., 2010).
D. Introduction of Transgenes for Expression of Tagged Proteins
For somatic expression of transgenes, heritable and repetitive extrachromosomal

arrays are often sufficient; for example, Gottschalk et al. used an array to express

TAP-tagged nAChR subunits (Gottschalk et al., 2005). Injecting DNA in the

C. elegans germline will generate extrachromosomal arrays (Mello and Fire,

1995;Mello et al., 1991). However, a transgene in an array is typically overexpressed

in somatic cells and rapidly silenced in germ cells (Kelly and Fire, 1998; Seydoux

and Strome, 1999). The variable degree of heritability of the arrays can also make it

difficult to obtain sufficient material from large-scale cultures.

An alternative to arrays is ballistic bombardment where small transgene-coated

gold particles are introduced into the worm tissue at high speed (Praitis et al., 2001).

Bombardments are performed in the DP38 strain that carries a mutation in the unc-

119 gene. The DP38 strain is unable to move and does not transition to the dauer

stage. A copy of the unc-119(+) gene is introduced in the same vector as the

transgene and transformants are identified by wild-type movement and dauer for-

mation. Ballistic bombardment yields low-copy number integrations at random sites

in the genome. Bombarded transgenes may not be expressed at the endogenous level

nor at all relevant developmental stages. Another drawback of generating transgenic

lines by ballistic bombardment is that the integration sites are different for each

transgene making it difficult to comparewild-type and engineeredmutants. Detailed

procedure for ballistic bombardment is described in Green et al. (2008) and on the

Seydoux laboratory website (http://www.bs.jhmi.edu/MBG/SeydouxLab/vectors/

index.html).

A recent technique, MosSCI (Mos1 mediated Single Copy transgene Insertion)

circumvents the problems associated with arrays and bombarded lines by directing

the transgene at a fixed locus in the genome (Frokjaer-Jensen et al., 2008).

Transformants are identified using the same strategy as for ballistic bombardment:

the injected strain contains an unc-119(ed3)mutation that is rescued by introducing

the wild-type unc-119(+) gene on the vector harboring the transgene. Description of

http://www.bs.jhmi.edu/MBG/SeydouxLab/vectors/index.html
http://www.bs.jhmi.edu/MBG/SeydouxLab/vectors/index.html
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the vectors and a detailed protocol for MosSCI can be found on the webpage of the

Jorgensen laboratory that developed this method (http://sites.google.com/site/jor-

gensenmossci/Home).
E. Validating the Functionality of the Transgene-Encoded Tagged Protein
Before using the tagged protein for biochemical studies it is important to validate

its functionality. The most straightforward test is whether the fusion protein can

rescue a mutant phenotype. If a mutant is not available, functional tests can be

conducted using RNAi. This requires that the endogenous messenger RNA is spe-

cifically targeted by a dsRNA. Re-encoding transgenes or using a different 30UTRon

the transgene are two strategies that have been used for this purpose (Audhya et al.,

2005; Dammermann et al., 2008). A detailed description of how we re-encode

transgenes was recently presented (Green et al., 2008).
III. The Optimal Starting Material for Protein Purification
For proteins that are widely expressed, adult worms are the most straightforward

startingmaterial to use since they are easily grown in large-scale using liquid culture.

If the protein of interest is enriched in embryos, embryonic extracts can be made by

bleaching adult hermaphrodites to isolate embryos. By carefully choosing the incu-

bation temperature it is also possible to enrich the embryonic extract either for young

(<50 cells) or old embryos (>200 cells) (see Section III.I.). If the target protein is

present only in specific cell types, one can try to enrich for these cell types by using

conditional loss of function mutations. For example, by using a temperature-sensi-

tive mutant that does not form a germline one can enrich for somatic cells (Beanan

and Strome, 1992). We describe in Section III.I. a strategy that uses a temperature-

sensitive meiotic arrest mutant to enrich for embryos in meiosis I. While flow

cytometry sorting methods have been developed to isolate specific cell types for

expression and small RNA analysis, the amounts enriched are not yet sufficient for

biochemical methods (Cinar et al., 2005; Colosimo et al., 2004; Fernandez et al.,

2010; Zhang et al., 2002). Future miniaturization of protein isolation methods is

likely to enable proteomic characterization of individual cell types sorted by flow

cytometry.
A. Growing Worms in Large-Scale Liquid Culture
Worms are relatively straightforward to grow in biochemical quantities using

liquid cultures. Growing worms on egg plates is an alternative approach and a

detailed protocol for their use is described by Mains & McGhee (Hope, 1999).

The following protocols describe growing worms in large-scale liquid culture to

obtain sufficient amount of either adult worms or embryos to perform

http://sites.google.com/site/jorgensenmossci/Home
http://sites.google.com/site/jorgensenmossci/Home
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immunoprecipitations or TAPs for mass spectrometry. The required buffers, solu-

tions, and equipment are listed in Sections X and XI.

The standard procedure for liquid cultures is outlined in Fig. 4. First, adult worms

are grown on OP-50 seeded 100 mm NGM agarose plates to obtain starved larvae

that are used to initiate an unsynchronized liquid starter culture. Adults are har-

vested, embryos isolated by bleaching and hatched as L1s in the absence of food.

Synchronized L1s are used to set up the second round of liquid culture and worms or

embryos are harvested for extract generation. Worms and embryos can be stored at
[(Fig._4)TD$FIG]

Fig. 4 Schematic overview of worm liquid culture (see Section III.). Fifteen axenized adults are grown

�4 days on 100 mm NGM agarose plates until larvae are starved (Section III.B.2.). Starved larvae are

washed off the NGM plates and used to inoculate an unsynchronized liquid culture (Section III.B.5.).

After 4 days, adult worms with 10–15 embryos are harvested, washed with M9, and cleaned by sucrose

flotation (Section III.D.1.-8.). Embryos are isolated by bleaching and incubated overnight for L1 larvae

to hatch (Section III.E.1.-8.). Starved L1 larvae are used to inoculate synchronized liquid culture

(Section III.F.1.-11.). Harvested worms (Section III.G.) and embryos (Section III.H.) are drop frozen

in liquid nitrogen for subsequent extract preparation. Roman numeral indicates corresponding section.

(See color plate.)
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�80 �C until sufficient amounts for immunoprecipitation are obtained. 500 mL

liquid worm culture yields about 7 g of worms and 0.7 g of embryos.

Growth of worms in liquid culture should be carefully and continuously moni-

tored. It is important to determine under a dissecting microscope the age of the

worms, whether they have sufficient amounts of food, and if contamination is

present. Cultures must be handled under sterile conditions, preferably in a dedicated

laminar flow hood to avoid contamination. Growth temperature can be adjusted

between 16 �C and 25 �C and it is recommended to use a cooling shaker that reliably

holds temperature.
B. Unsynchronized Liquid Starter Culture
Since contamination is a serious problem in liquid culture, we recommend starting

with freshly axenized worms. These are then amplified on 100 mm NGM agarose

plates by putting 15 cleaned worms onto each plate (Fig. 4). After incubating the

plates for 4–5 days at 20 �C the just starved larvae are used to start the unsynchro-

nized liquid culture.
1.
 Day 1: Pipet 5 mL 2MNaOH and 5 mL of bleach at edge of bacteria on a 60 mm

NGM agarose plate. Transfer 10 adult worms into NaOH/bleach drop. Wait until

L1 larvae hatch and transfer L1 larvae onto new plates and grow until they are

adults.
2.
 Day 5: Seed 100 mm NGM agarose plates with 15 cleaned adults. You will need

7–8 plates per 500 mL of liquid culture. Incubate plates at 20 �C for 4–5 days

until worms are just starved.
3.
 Day 8: Start a 50 mL overnight of OP-50-1 in LB + 50 mg/mL streptomycin.

OP-50-1 is a streptomycin resistant E. coli strain.
4.
 Day 9: Start 1.5 L culture of OP-50-1 in LB + 50 mg/mL streptomycin. You will

need 1.5 L of bacterial culture as food for 500 mL of C. elegans culture.
5.
 Day 10:

� Harvest bacterial culture at 4200 rpm for 15 min in sterile 1 L centrifuge

bottles. Pour off LB. Bacterial food can be stored in 50 mL conicals at 4 �C
for several weeks.

� Make 500 mL Complete S Basal.
� Resuspend bacterial pellet in 20 mL Complete S Basal and transfer into a

sterile 2.8 L wide bottom Fernbach flask with 500 mL Complete S Basal.
� Rinse 7–8 plates of just starved larvae with 10 mL of sterile M9. To collect as

many worms as possible from plates repeat wash with 5 mL of M9. Check

plates to make sure most worms were washed off. Collect in a 50 mL conical.
� Pellet worms at 600g in centrifuge for 3 min with slow deceleration. Remove

supernatant with a sterile pipet and discard. Resuspend worms in 5 mL of fresh

M9 and add to flask containing the Complete S Basal with bacteria. Shake the

inoculated culture at 20 �C at 200–230 rpm. Adjust growth time by varying

temperature between 16 �C and 25 �C.
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6.
 Days 11–13: Growth of the culture should be carefully followed (see Section

III C.) and worms harvested when majority are adults. The culture will take

about 3–3.5 days depending on age of worms on starter plates and the desired

state of the final culture.

Note: The bacterial food for liquid culture can be obtained from fermentor facil-

ities. However, we have had contamination as well as growth problems with exter-

nally supplied food and, consequently, prefer growing up our own bacterial cultures.
C. Monitoring Worm Cultures
Worm liquid cultures should bemonitored under a dissectingmicroscope once a day.

This allows assessment of the developmental stage and health of the worms, ensures

that worms have enough food, and confirms that there is no significant contamination.
1.
 In a laminar flow hood transfer 1 mL of the culturewith a sterile pipet into 1.5 mL

microcentrifuge tubes.
2.
 Spin in microcentrifuge 600g for 3 min.
3.
 Carefully pipet �20 mL worm slurry using a cut-off tip onto a glass slide. Place

cover slip on top and look at the worms under dissecting microscope.
D. Harvesting Worms from Liquid Cultures
Worms are harvested by settling under gravity and cleaned by flotation on a

sucrose cushion, which separates healthy worms from bacteria and debris (Fig. 4).

The sucrose floated worms are washed and used to isolate embryos.
1.
 When the majority of worms in the culture have 10–15 embryos, transfer the

cultures into 500 mL graduated cylinders. Settle worms in ice water bath for 1 h.
2.
 Aspirate off media using a sterile 5 mL pipet and transfer slurry (brown film at

bottom) to two 50 mL conicals per L culture.
3.
 Pellet in centrifuge at 600g for 3 min with slow deceleration.
4.
 Aspirate off supernatant, collect worms into 50 mL conical, and add cold M9.
5.
 Pellet in centrifuge at 600g for 3 min and aspirate off supernatant.
6.
 Resuspend pelleted worms by adding cold M9 to the 25 mL mark. To this add

25 mL cold 60% (w/v) sucrose.Mix and centrifuge immediately at 1500g for 5 min.
7.
 After the spin, adult worms will form a layer at the top of the tube. Remove adults

down to the 35 mL mark with 5 mL pipet and transfer to a new conical.
8.
 Wash worms by adding cold M9 to 50 mL mark. Pellet the worms at 600g for

3 min and carefully remove supernatant.

Note: It is important towork rapidly during the sucrose flotation step. Do not leave

the worms for too long in sucrose and wash them out of sucrose rapidly after

collection from the top of the cushion.
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E. Isolation of Embryos and Synchronization as Starved L1 Larvae
The washed worms are bleached to isolate embryos (Fig. 4). Good bleaching

efficiency depends on small volumes (maximum 5 mL worm pellet per 50 mL

conical) and freshness of bleach. Bleaching should be followed by eye under a

dissecting microscope. Bleaching sterilizes the culture; after bleaching, sterile tech-

nique becomes critical again so that no contaminants are introduced into the material

that will be used to inoculate the synchronized liquid culture.
1.
 To worm pellet add 25 mL 0.1 M NaCl and mix by pipeting up and down twice.

Settle worms on ice for 5 min.
2.
 Aspirate off supernatant including worms that have not settled to the bottom and

add 0.1 M NaCl up to a volume of 30 mL.
3.
 Mix 5 mL 5 N NaOH with 10 mL bleach in conical. Immediately add NaOH/

bleach mix to 30 mL worm suspension.
4.
 Vortex at maximum speed for 5 s and stand tube at RT for 2 min. Repeat four

times for a total bleaching time of 7–9 min. Follow bleaching by examining

samples on a glass slide under a dissecting microscope. Stop bleaching when

only embryos remain. The color of the bleach mixture will change to a burnt

orange as worms are dissolved.
5.
 Immediately centrifuge at 800g for 1 min at 4 �C. Aspirate off supernatant.

6.
 Add sterile water to a total volume of 50 mL, mix by inverting the tube, and

centrifuge at 800g for 2 min.
7.
 Repeat step 6. Washed embryos from synchronized liquid culture can be frozen

for immunoprecipitation as described in Section III.H.
8.
 Add 35 mL M9 and transfer to a 50 mL flask. Rinse the conical with an extra

10 mL of sterile M9 and add to flask. Shake at 20 �C until embryos hatch and are

starved L1 larvae (�18–20 h).
F. Seeding Synchronized Cultures Using Starved L1 Larvae
Starved L1 larvae from 500 mL starter flask can be expanded to inoculate up to six

synchronized liquid cultures.
1.
 2 Days before: Start 300 mL culture of OP-50-1 in LB + 50 mg/mL streptomycin.
2.
 Day before: Start six 1.5 L cultures of OP-50-1 in LB + 50 mg/mL streptomycin.
3.
 Harvest bacterial cultures at 4200 rpm for 15 min in sterile 1 L centrifuge

bottles. Pour off LB.
4.
 Make 3 L Complete S Basal and distribute into six 2.8 L Fernbach flasks.
5.
 Resuspend bacterial pellet of each 1.5 L culture in 20 mL Complete S Basal and

transfer into sterile 2.8 L Fernbach flask with 500 mL Complete S Basal.
6.
 When flasks with bacterial food are ready, start processing starved L1s. In the

hood, transfer L1s to a 50 mL conical. Chill on ice for 5–10 min.
7.
 Spin at 600g for 3 min. Carefully remove supernatant. Bring up to 50 mL with

sterile cold M9.
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8.
 Repeat step 7.
9.
 Add sterile M9 such that total volume is�5 mL, transfer L1s to 15 mL conical,

and pellet by spinning at 600g for 2 min. Immediately after the spin, use a pen to

mark the volume of the pellet on the side of the tube. Estimate the volume of

pellet by adding known volumes of water to a separate conical.
10.
 Resuspend L1s to total volume of 12 mL using sterile M9 and look at a sample

under dissection microscope; estimate percentage of L1s relative to dead

embryos/worm parts/clumps.
11.
 Seed each flask with equivalent of 50 mL pure L1 pellet (e.g., if pellet volume is

0.6 mL and % L1 in the resuspension is 70% then seed with 1.4 mL of the

resuspended pellet). Avoid overseeding or cultures will starve.
12.
 Put flasks at 20 �C at 230 rpm. Grow for 48 h while monitoring cultures under

dissecting microscope.
G. Freezing Adult Worms for Immunoprecipitation
Once the liquid cultures are ready collect and wash worms as described in Section

III.D.Wash worms by adding 50 mL cold 1� Lysis Buffer (with protease inhibitors).

Remove Lysis Buffer until only a small amount remains. Freeze adult worms by

dispensing from a pipette drop by drop in liquid nitrogen, which will form small

beads (Fig. 4). Store at �80 �C.
H. Freezing Embryos for Immunoprecipitation
Bleach adult worms as described in Section III.E. and continue after step 7. Wash

embryo pellet with 50 mL cold 1� Lysis Buffer (with protease inhibitors). Freeze

embryos by dispensing from a pipette drop by drop in liquid nitrogen. Store embryo

beads at �80 �C.
I. Enriching for Specific Age Embryos
While precise synchronization of embryos is not possible, it is straightforward to

enrich for old or young embryo populations by varying growth conditions and

carefully monitoring worms in the culture under a dissecting microscope. Generate

synchronized starved L1 larvae (see Section III.E.) and inoculate worm cultures (see

Section III.F.). To obtain worms that just started embryo production, incubate the flask

for �64 h at 17 �C. Using these growth conditions worms typically contained up to

five embryos, the majority of which have <50 cells (Fig. 5A). If several flasks of

worm culture are grown simultaneously, it is necessary to monitor each flask sepa-

rately, as the time at which embryo production begins may vary between flasks. It is

also critical to avoid contamination, which may adversely affect synchronous growth

of the worms. To obtain worms with mostly old embryos (>200 cells), cultures are

incubated for �64 h at 19 �C (Fig. 5A). Embryos are frozen as described in Section
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Fig. 5 A) Early and late embryo preparation stained with Hoechst. B) Meiosis I arrested and endo-

mitotic chromosomes stained with Hoechst.
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III.H. To determine the age of the embryos, about�5 mL of packed embryos are fixed

in 1 mL of cold methanol for at least 30 min, then incubated with 1 mg/mL Hoechst

stain in PBS+0.1% Triton X-100 for 10 min. After three washes with PBS+0.1%

Triton X-100, embryos are suspended in 30 mL PBS, and 5 mL are mixed on a

18�18 mm coverslip with 15 mL of mounting medium. The coverslip is carefully

placed on a slide, sealed with nail polish, and the number of nuclei per embryo is

determined using a fluorescence microscope (Fig. 5A).
J. Enriching for Meiosis I Arrested Embryos
Adult worms contain about 15 mitotically dividing embryos and at most two

meiotic embryos because meiosis is completed 30 min after fertilization. To enrich

for meiosis I metaphase, we used a mutation in a subunit of the anaphase-pro-

moting complex (APC). We chose a temperature-sensitive allele (g48) of emb-27

(Cassada et al., 1981; Golden et al., 2000). At permissive temperature (16 �C)
emb-27(g48) worms contain about 15 mitotically dividing embryos, similar to

wild type. At the restrictive temperature (24–25 �C), emb-27(g48) embryos arrest

at metaphase of meiosis I and worms accumulate meiotically-arrested fertilized

embryos. Mutant worms are initially grown at 16 �C as described in Section III.
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A.-E. It is important to keep the temperature at or below 16 �C to prevent meta-

phase arrest. Bleached larvae are used to inoculate a synchronized liquid culture

(see Section III.F.) and are shifted to 24 �C when the majority of worms are at the

L4 stage. The time point of temperature shifting has to be chosen carefully

because an early shift causes larval arrest and a late shift will ‘‘contaminate’’

the extract with mitotic embryos. Worms are harvested when the majority contains

4–8 one-cell meiotic-arrested embryos and worm extract is prepared as described

in Section V. Timing is once again critical since after 4–5 h the embryos overcome

the meiotic arrest and start cycling endo-mitotically (DNA is replicated but cell

division does not occur). The quality of the culture can be assayed by cutting 2–3

worms in a drop of L-15 blastomere culture medium (Edgar, 1995) containing

1 mg/mL Hoechst 33342, and analyzing the shape of the chromosomes.

Metaphase I arrested embryos display six maternal chromosomes that have a

typical oval shape (Fig. 5B). Endo-mitotic embryos contain decondensed chromo-

somes that have a fibrous-like appearance and tend to detach from the anterior

cortex of the embryo (Fig. 5B).

The above two examples are specific to our research interests but related strategies

can be used to enrich for cell types or stages of interest prior to protein complex

isolations.
IV. Isolation of Nuclei from Embryos
If the protein of interest is a nuclear protein or if DNA–protein interactions are

being analyzed as in Chromatin Immunoprecipitation (ChIP) experiments, nuclei

can be isolated from embryos prior to further analysis. Embryos are isolated by

bleaching as described in Section III.E Steps 1–7; however it is important that

embryos are not frozen prior to nuclei isolation. To isolate nuclei, the embryo

eggshell is digested using chitinase (Fig. 6A). Dounce homogenization in hypo-

tonic buffer liberates intact nuclei. A 100g centrifugation removes large debris

and a subsequent 2000g centrifugation pellets the nuclei. A final centrifugation

step over a sucrose cushion is used to separate the nuclei from membrane con-

taminants. Enrichment of nuclei can be easily followed by the emergence of the

core histone bands on Coomassie-stained gels (Fig. 6B). Because the chitinase

step is performed at room temperature, nuclei must be purified from freshly

isolated embryos to avoid protein degradation. 1 mL of embryo pellet typically

yields �100 mL of nuclei.
1.
 Harvest embryos by bleaching as described in Section III.E. until step 7.
2.
 Add two embryo pellet volumes of Embryo Buffer and 250 mL of chitinase

stock solution per mL of embryo pellet.
3.
 Rotate at RT for �30 min. Monitor eggshell integrity under dissecting micro-

scope. Embryos without an eggshell will lose their oval shape and fall apart into

clumps of cells.
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Fig. 6 A) Experimental outline for nuclei isolation. Eggshell of the embryos is digested by chitinase

treatment and embryos arewashed. Dounce homogenization in hypotonic buffer separates the nuclei from

cellular debris. Hundred � g centrifugation pellets embryos and cellular debris, which are subject to a

second dounce homogenization. The supernatant containing the nuclei is centrifuged at 2000g to pellet the

nuclei. Nuclei are finally purified by centrifugation over a sucrose cushion. Roman numeral indicates

corresponding section. B) Embryos, cytoplasmic fraction, and isolated nuclei stained with Coomassie.

Histones are enriched in the isolated nuclei. C) Embryo and nuclei preparation stained with Hoechst. (For

color version of this figure, the reader is referred to the web version of this book.)
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4.
 Spin at 1000g for 3 min.
5.
 Wash pellet twice with 50 mL cold Embryo Buffer. All subsequent steps are

performed on ice.
6.
 After final wash, remove supernatant and resuspend embryos in 10 mL 0.5�
Nuclei Buffer. Incubate for 15 min on ice to swell cells.
7.
 Add 10 mL 1�Nuclei Buffer (with 0.1% digitonin and protease inhibitors) and

immediately douncewith�50 strokes in a 15 mLWheaton dounce homogenizer

with a B pestle (tight fit).
8.
 Spin at 100g for 3 min. This centrifugation pellets large debris.
9.
 Remove supernatant that contains the nuclei and keep on ice.
10.
 Resuspend pellet in 10 mL Nuclei Buffer (with 0.1 % digitonin and protease

inhibitors) and dounce pellet as described in step 7.
11.
 Spin at 100g for 3 min and combine two supernatants.
12.
 Spin at 2000g for 15 min to pellet nuclei. Supernatant is cytoplasmic fraction.



11. Affinity Purification of Protein Complexes in C. elegans 307
13.
 Resuspend pellet in 500 mL Nuclei Buffer (with 0.1% digitonin and protease

inhibitors) and mix with 5 mL 30% (w/v) sucrose cushion in Nuclei Buffer with

0.1% digitonin.
14.
 Centrifuge at 2000g for 15 min. The pellet will be enriched for nuclei.
15.
 Check integrity of the nuclei under a microscope after incubation with 1 mg/mL

Hoechst stain (Fig. 6C).
V. Preparing Worm and Embryonic Extract
Extract can be prepared using whole worms harvested from liquid culture or from

embryos isolated by bleaching. Lysis of worms and embryos is performed in an

isotonic buffer. Subsequent to lysis, the salt concentration can be raised to 300 mM

KCl to enhance stringency of protein complex isolation. Worms and embryos are

lysed by grinding in liquid nitrogen followed by sonication (Fig. 7). Two consecutive

centrifugations remove membranes and lipids and the supernatant is used for com-

plex isolation. The lysis conditions described here are not well-suited for membrane-

associated proteins. A protocol for isolating membrane proteins is described in

Gottschalk et al. (2005).
1.
 Pre-cool a mortar and pestle by filling with liquid nitrogen for at least 5 min.
2.
 Weigh out frozen adult/embryo beads. For one immunoprecipitation use�1 g of

frozen worm/embryo beads. Grind frozen beads to a fine powder: initially break

down worm/embryo beads by gentle tapping (try not to lose too many beads as

they have a tendency to jump out of the mortar), then grind. Keep mortar cold by

addingmore liquid nitrogen as necessary andwaiting for it to evaporate. For more

than 40 g of worms, one can also use a warring blender cooled with liquid

nitrogen. For embryo extracts, the freeze-grinding step may be skipped, as son-

ication is sufficient to release cytoplasmic contents.
3.
 Add an equal volume of 1.5�Lysis Buffer (with protease inhibitors) to each gram

of adult/embryo beads. Keep 20 mL sample for gel analysis.
4.
 Set up ice-water bath and sonicate with a tip sonicator (e.g., Branson Digital

Sonifier). It is critical to prevent heating of the sample during sonication. For a

Branson Digital Sonifier with a microtip use the following settings:

� 30% amplitude for 3 min total (15 s on; 45 s off – after each 1 min of sonication

wait �2 min to chill)
� 40% amplitude for 30 s (15 s on; 45 s off) Save 20 mL sample.
We recommend optimizing the sonication protocol by two methods:

Use a dissecting microscope to monitor worm/embryo lysis. At least 80–90% of

the worms/embryos must be lysed.

Use Bradford reagent or UV absorbance to directly monitor lysis. As cells lyse,

the protein concentration and A260 absorbance (due to nucleic acid release) will
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Fig. 7 Experimental outline for protein complex purification. Roman numerals indicate the corre-

sponding sections. A crude extract is generated by grinding and sonicating the worms and embryos

(Section V.1.-4.). Two consecutive centrifugations clear the extract from debris and membranes (Section

V.5.-6.). Antibodies are covalently coupled to beads (Section VI.A.) and extract is incubated with

antibody-coupled beads (Section VI.B.). Protein complexes are eluted with glycine (Section VI.D.1.)

and precipitated with TCA (Section VI.D.2.-7.). Prior to mass spectrometry the eluate is proteolytically

digested (Section VIII.). (For color version of this figure, the reader is referred to the web version of this

book.)
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increase. A test sonication should be performed to define conditions at which one

or both of these values begin to plateau.
5.
 Transfer crude extract to TLA100.3 tube and spin at 20,000g for 10 min at 2 �C,
with medium deceleration. Save 20 mL sample.
6.
 Transfer supernatant to new tube and pellet at 100,000g for 20 min at 2 �C. Try to
avoid lipid and re-pellet if too cloudy. Save 20 mL sample.
7.
 Transfer supernatant to a tube on ice. This extract will be used for purifications.

All samples and the extract may be frozen in liquid nitrogen and stored at�80 �C
until further use.
8.
 Use Bradford reagent to measure protein concentration in extract.
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VI. Single-step Immunoprecipitation
Immunoprecipitation using specific antibodies is a powerful method for analyz-

ing protein–protein interactions and identifying protein complexes. Single-step

purification using polyclonal antibodies followed bymass spectrometry on the entire

eluate commonly indentifies several hundred to a thousand proteins making it

challenging to distinguish between signal and noise. Background can arise from

general non-specific binding to beads, to constant regions of antibody chains, and to

partially denatured antibodies. Background can also be specific to individual affin-

ity-purified antibodies – consequently a random IgG control cannot be used to

discriminate between true signal and noise. We recommend using as a control a

polyclonal rabbit antibody raised against GST (glutathione S-transferase) that is

affinity-purified using the same procedures used for the antibody to the target

protein. In addition, whenever possible, we recommend parallel immunoprecipita-

tions with either two antibodies to the same protein (preferablewith non-overlapping

epitopes) or one antibody and one tagged fusion protein. Purification from a mutant

strain is an ideal negative control but is not feasible if the mutation is lethal. If a

tagged protein is immunoprecipitated, an untagged strain can be used as a negative

control.

The following two examples illustrate how redundant purification strategies and

suitable negative controls helped pinpoint bona fide complex members. Polyclonal

rabbit antibodies to two essential chromosome segregation proteins, KNL-1 and

KNL-3, identified in an RNAi screen, were used to purify complexes containing

these proteins (Cheeseman et al., 2004; Desai et al., 2003). Each protein was present

in the other immunoprecipitation, allowing cross-referencing of the two immuno-

precipitations to identify 11 proteins in common (Fig. 8) (in total the two
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Fig. 8 Identification of 10-protein kinetochore complex. Immunoprecipitation of KNL-1 and KNL-3

isolatedmore than 130 interacting proteins with 11 proteins common in both immunoprecipitations. MIS-

12 and KBP-1, two common interactors, were LAP tagged and purified isolating 11 common interactors

of which 10were found also inKNL-1 andKNL-3 immunoprecipitations. (For color version of this figure,

the reader is referred to the web version of this book.)
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immunoprecipitations identified over 130 proteins). MIS-12 and KBP-1, two of the

newly discovered proteins that were in the common set were LAP tagged and tandem

affinity purified revealing a 10-protein complex containing both KNL-1 and KNL-3

(Fig. 8). Functional validation confirmed that all of the proteins that co-purified

were involved in chromosome segregation.

In a second example, novel interaction partners of C. elegans Dicer (DCR-1), a

RNA endoribonuclease that is required in mammalian cells for small RNA gener-

ation, were identified by single-step purification (Duchaine et al., 2006). Two single-

step DCR-1 immunoprecipitations were performed: one using adult worms with a

polyclonal anti-DCR-1 antibody and one using embryos that express HA-tagged

DCR-1. Negative control purifications were performed in a dcr-1 mutant strain, an

untagged wild-type strain and with unrelated antibodies. Co-purified proteins were

considered high confidence interactors if they were reproducibly identified in at

least two independent purifications and not present in the negative control purifica-

tions. Twenty high confidence interactors were analyzed further with biological

assays. Twelve of the 20 interactors could be linked to DCR-1 activities or its

small-RNA products.

These two examples illustrate the importance of experimental design that

incorporates redundancy at the outset. The need for employing such strategies

has been magnified by the significant technical advances in protein mass spec-

trometry – currently, one-step immunoprecipitations with an affinity-purified

antibody frequently yield between 100 and 1000 distinct proteins in the immu-

noprecipitate. We note that existing datasets can provide computational tools for

filtering the output of mass spectrometric analysis. For example, over the years

we have conducted a large number of protein isolation and mass spectrometry

experiments in C. elegans embryos. The targets for this analysis span a number of

cellular processes. This cumulative dataset helps identify potentially interesting

candidates from a new purification experiment as opposed to frequently observed

co-purifying ‘‘sticky’’ proteins. New label free quantitative mass spectrometry

methods can also be employed to help discriminate true signal from noise

(Hubner et al., 2010).

We note that, prior to mass spectrometry, it is important to assess the solubility

of the protein target and the efficiency of the immunoprecipitation using immu-

noblotting. For this purpose, samples of the crude extract, low-speed supernatant,

high-speed supernatant, the supernatant after incubation with antibody beads, and

the immunoprecipitate are important to prepare and store, keeping track of the

volumes at each step. Such an effort can quickly identify potential confounding

problems (e.g., low solubility or poor immunoprecipitation efficiency) and guide

approaches to overcome them.

Below, we describe how to covalently couple the affinity-purified antibody to

protein A beads, use the antibody-coupled beads for immunoprecipitation, and elute

bound proteins from the beads for analysis by mass spectrometry, silver staining and

immunoblotting (Fig. 7).
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A. Covalent Coupling of Antibodies to Protein A Beads
Immunoprecipitation and tandem affinity purification both start with coupling the

antibody to Protein A resin. For antibodies generated in species with weak affinity to

protein A, protein G resin should be used. Coupling greatly reduces antibody

leaching during elutions. The tradeoff is a reduction in antibody efficacy because

coupling is performed using a bifunctional amine crosslinker that to a variable extent

will react with the antigen-binding site. The use of the crosslinker dimethylpimeli-

dimate (DMP) for coupling is based on the protocol described in Harlow and Lane

(Harlow et al., 1999).

Amounts indicated are for one tube of coupled beads

�
 For one TAP purification prepare four tubes.

�
 For one-step immunoprecipitation used for mass spectrometry prepare one tube.

�
 Volume of Protein A beads indicated is for settled beads, material received from

Biorad is a 1:1 slurry.
1.
 Equilibrate�120 mLAffi-PrepProteinAbeads into PBST (PBS + 0.1%Tween-20)

by washing the beads three to four times with 1 mL PBST. This should give about

60 mL of packed beads. Wash beads by gentle inversion. Briefly pellet them using a

pulse in a microcentrifuge (30 s at 3000g) and remove supernatant avoiding bead

pellet.
2.
 Resuspend beads in 500 mL PBST and add 10–50 mg of affinity-purified anti-

body. Mix for 45 min – 1 h at RT on a rotor to allow antibodies to bind to resin.
3.
 Wash beads three times with 1 mL PBST as described in step 1.
4.
 Wash beads three times with 1 mL 0.2 M sodium borate (pH 9.0) (dilute from a

stock of 1 M sodium borate (pH 9.0)). After the final wash, add 900 mL of the

0.2 M sodium borate (pH 9.0) to bring the final volume to �1 mL.
5.
 To initiate coupling add 100 mL of 220 mM DMP. Rotate tubes gently at RT for

30 min.
6.
 To make DMP: Let bottle sit tightly closed at RT for 20 min before opening.

Weigh out DMP and leave dry until just before use. Resuspend in appropriate

volume of 0.2 M sodium borate (pH 9.0) and add immediately to the bead

suspension (e.g., for 34 mg DMP add 596 mL sodium borate).
7.
 After incubation with DMP, wash beads two times with 1 mL 0.2 M ethanol-

amine, 0.2 M NaCl (pH 8.5) to inactivate the residual crosslinker. Resuspend in

1 mL of the same buffer and rotate for 1 h at RT. Resuspend beads in 500 mL of

the same buffer. Leave the beads in 0.2 M ethanolamine, 0.2 M NaCl (pH 8.5) at

4 �C until use. Beads are stable at 4 �C for at least one month.
B. Immunoprecipitation
To prevent proteolysis it is important to keep the beads on ice and cool all buffers

and tubes before use. Using higher stringency conditions (300 mM KCl) reduces
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background although there is also an increased likelihood of losing meaningful low

affinity interactions.
1.
 Pre-elute 100 mL of antibody-coupled beads three times with 1 mL of

100 mM glycine (pH 2.6) to remove antibody that is not covalently coupled

to the beads. Do not leave beads for a long time in glycine or the antibody will

denature.
2.
 Wash beads three times with 1 mL cold Lysis Buffer (with 0.5 mM DTT) to

neutralize glycine and prepare the beads for immunoprecipitation.
3.
 Mix beads with 900 mL extract for at least 1 h at 4 �C on rotating platform.
4.
 Rinse beads two times with 1 mL cold Lysis Buffer (with 0.5 mM DTT and

protease inhibitors).
5.
 On rotator in cold room wash beads two times for 5 min with 1 mL cold Lysis

Buffer (with 0.5 mM DTT and protease inhibitors).
6.
 Wash five times with 1 mL Lysis Buffer (with 0.5 mM DTT) without detergent

(NP-40) or protease inhibitors. Remove as much supernatant as possible.

Note: The presence of detergents can interfere with mass spectrometry. Therefore,

it is important to wash the sample thoroughly in detergent-free buffer after

immunoprecipitation.
C. Sample Buffer Elution: For Silver Staining & Immunoblotting
1.
 Elute beads by heating in 100 mL of 2� Sample Buffer without DTT for 10 min

at 70 �C.

2.
 Pellet beads, transfer supernatant to a new tube, and add DTT to 100 mM (1/9

supernatant volume of 1 M DTT stock; Elution 1).
3.
 Add 100 mL 2� Sample Buffer with DTT to pelleted beads (Elution 2).
4.
 Boil both elution samples for 5 min and analyze by silver staining or immunoblot.

Both elutions will contain immunoprecipitated proteins although amounts in

each may vary; Elution 2 will have more IgG contamination than Elution 1.

Note: For immunoblots conducted using rabbit primary antibodies, the secondary

antibody will detect any IgG released by the elution from the beads. For silver

staining, load 5–10 mL directly. For immunoblots, load 5–10 mL of a 1/10 dilution

made in Sample Buffer.
D. Glycine Elution: For Mass Spectrometry
1.
 After standard immunoprecipitation (see Section VI.B), elute beads three times

with 150 mL 100 mM glycine (pH 2.6). Pool elutions and neutralize by adding

150 m L 2 M Tris (pH 8.5). Neutralize the beads by washing two times with

150 mL Lysis Buffer (without detergent) and pool with eluate. Total volume will

be 900 mL. Make sure you remove all the beads.
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2.
 Add 1/5th volume 100% trichloroacetic acid (TCA; �200 mL).

3.
 Leave samples at 4 �C overnight.
4.
 Spin for 30 min at maximum speed in microcentrifuge. Remove supernatant and

spin again for 1 min. Remove any residual supernatant with gel loading tip,

leaving 5–10 mL behind.
5.
 Wash twice with 500 mL cold acetone. Spin 10 min at maximum speed in

microcentrifuge.
6.
 Dry the protein pellet by spinning briefly in a speed vac.
7.
 Freeze in liquid nitrogen and store at �80 �C. The protein pellet is suitable for

direct mass spectrometric analysis.
8.
 After elution with glycine, the beads should be boiled in Sample Buffer and

analyzed by silver staining/immunoblotting to assess elution efficiency.
E. Urea Elution: For Mass Spectrometry
Urea elution can also be used for mass spectrometry. In practice, we find that

glycine elution works better for elution of the antigen from the antibody and for

detection of the purified antigen in mass spectrometric analysis.
1.
 After standard immunoprecipitation (see Section VI.B), wash beads with Pre-

urea Wash Buffer. Remove all residual supernatant.
2.
 Add 75 mL Urea Elution Buffer and rotate for 30 min at RT.
3.
 Pellet beads and transfer eluate to a new tube. Re-pellet to ensure removal of all

protein A beads.
4.
 Remove 50 mL of elution and drop freeze in liquid nitrogen to send for mass

spectrometry. Add Sample Buffer to the rest to run on a gel.
VII. Tandem Affinity Purification Using a LAP Tag
As a first step, the extract is incubated with anti-GFP antibody-coupled

protein A beads (Fig. 3A). For this purpose, we use in-house rabbit polyclonal

anti-GFP antibodies generated by injecting purified GFP in rabbits.

Recombinant GFP-binding domains from single-chain antibodies have also been

used successfully for affinity purification of GFP-tagged proteins (Trinkle-

Mulcahy et al., 2008). After immunoprecipitation of GFP, the fusion protein

is released by TEV protease cleavage (Fig. 3A). The subsequent purification on

S Protein agarose further enriches for complexes containing the fusion protein.

Extract prepared from an untagged strain can serve as negative control for the

TAP procedure.
A. TEV Cleavage
Perform immunoprecipitation using anti-GFP antibody-coupled beads as

described in Section VI.B.
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Note: At this stage, it is possible to elute boundmaterial using glycine as described

in Section VI.D. and compare the elution of the one-step GFP immunoprecipitation

to the two-step LAP.
1.
 Pool beads into a single tube and fill with Lysis Buffer (with 300 mM KCl, 0.5

mM DTT).
2.
 Add�30 mL of purified TEV protease (1 mg/mL) and rock tubes for 4 h at 4 �C.
Add an additional 30 mL of TEV and rock tubes overnight.
3.
 Pellet beads and transfer supernatant to a new tube. Add 350 mL Lysis Buffer to

beads to remove any residual cleaved protein.
B. S Protein Agarose
1.
 Wash tube of 85 mL S protein agarose three times with 1 mL Lysis Buffer (with

300 mM KCl).
2.
 Add TEV protease eluted supernatant to S protein agarose and rock for 3 h at

4 �C.

3.
 Pellet beads and wash three times with Lysis Buffer (with 300 mM KCl).
4.
 Wash one time with Lysis Buffer with 100 mM KCl without detergent (NP-40).
C. Sample Buffer Elution: For Silver Staining & Immunoblotting
Perform Sample Buffer Elution as described in Section VI.C.
D. Urea Elution: For Mass Spectrometry
Perform Urea Elution as described in Section VI.E.
VIII. Mass Spectrometry & Prioritization for Follow-up
Experiments
Protein mass spectrometry has made remarkable advances in the recent decade.

We will not discuss the details of the methodology, which are extensively reviewed

elsewhere (Cravatt et al., 2007; Yates et al., 2009). We typically do not separate

proteins from immunoprecipitates on gels prior to mass spectrometry. Instead, the

entire eluate is proteolytically digested and the peptide mixture is separated by

multidimensional liquid chromatography. The mass/charge ratio of ionized peptides

is determined in the first mass analyzer, and then the peptides are fragmented in the

collision cell and passed through the second mass analyzer to determine amino acid

sequence. As mentioned above, current methods can yield up to 1000 proteins in

one-step immunoprecipitation performed using an antibody that passes generally

accepted antibody specificity criteria. This abundance of information makes it
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challenging to sort relevant hits from background and necessitates redundant strat-

egies. New technical developments, including labeling-based and label-free meth-

ods, may also aid in this effort. In practical terms, the challenge in analyzing protein

mixtures by mass spectrometry lies primarily in developing a good working rela-

tionship with a mass spectrometry-focused laboratory or core facility.

Prioritization of potential interactors from lists generated bymass spectrometry of

immunoprecipiates/tandem affinity purifications for follow-up experiments is per-

haps the greatest challenge faced in biochemical analysis of protein complexes. In

this regard, it is helpful to think of the initial list of proteins identified as hits from a

primary screen, with a variety of secondary screens being necessary to separate the

wheat from the chaff. Redundant strategies and elimination of common contami-

nants are important means for filtering such lists. In addition, the extensive genomic

resources available in C. elegans that are archived on Wormbase provide an invalu-

able tool. Finally, the ability to rapidly test gene function is perhaps the most

important, as it motivates in-depth analysis to validate the initially observed putative

physical interaction.
IX. Summary
Although genetic and cell biological analysis continue to be central to elucidating

gene function in C. elegans, identifying protein–protein interactions is increasingly

being employed to develop comprehensive understanding of cellular pathways. In

this chapter, we discussed biochemical methods and outlined protocols currently

used to isolate protein complexes in C. elegans.
X. Solutions and Media

A. Worm Reagents
�
 NGM agarose plates (100 mm and 60 mm)

3 g NaCl

25 g agarose

2.5 g peptone

975 mL ddH2O

Autoclave 35 min and place in 55 �C water bath.

When cooled sterilely add:

1 mL cholesterol (5 mg/mL in EtOH)

1 mL 1 M CaCl2
1 mL 1 M MgSO4

25 mL 1 M KH2PO4 (pH 6.0)
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�
 M9

10 g NaCl

12 g Na2HPO4

6 g KH2PO4

0.5 g MgSO4�7H2O

Add ddH2O to 2 L and autoclave 35 min.
�
 2 M NaOH

�
 Bleach

Fischer Cat. #SS290 (parafilm when not in use to minimize exposure to air and

store at 4 ˚C)
�
 OP-50
B. Large-Scale Liquid Culture
�
 60% (w/v) sucrose in M9

�
 0.1 M NaCl

�
 OP-50-1

streptomycin resistant E. coli strain
�
 LB (2 x)

100 g of LB

1800 mL ddH2O

Autoclave 35 min
�
 LB + 50 mg/mL streptomycin

�
 S Basal (1 L)

5.9 g NaCl

50 mL of 1 M KH2PO4 (pH 6.0)

Add ddH2O to 1 L

Split into two 500 mL bottles; to each bottle add 0.5 mL cholesterol (5 mg/

mLin EtOH; should form a light cloudy precipitate).

Autoclave and store at RT.
�
 Trace Metals Solution
Disodium EDTA 1.86 g (5 mM)

FeSO4�7H2O 0.69 g (2.5 mM)

MnCl2�4H2O 0.2 g (1 mM)

ZnSO4�7H2O 0.29 g (1 mM)

CuSO4�5H2O 0.025 g (0.1 mM)

Dissolve in 1 L water; filter sterilize, aliquot into 50 mL conicals, and store in dark.
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�
 1 M potassium citrate (pH 6.0)

268.8 g tripotassium citrate

26.3 g citric acid monohydrate

Add ddH2O to 900 mL, adjust pH to 6.0 using 10 N KOH and add ddH2O to

1 L. Autoclave and store at RT.
�
 1 M MgSO4
�
 1 M CaCl2

�
 Complete S Basal

Working under sterile conditions in the laminar flow hood add the following to

500 mL S Basal:

5 mL 1 M potassium citrate (pH 6.0)

5 mL Trace Metals Solution

1.5 mL 1 M MgSO4

1.5 mL 1 M CaCl2
C. Isolation of Nuclei from Embryos
�
 30% (w/v) sucrose in Nuclei Buffer

�
 Embryo Buffer

25 mM Hepes KOH (pH 7.6)

118 mM NaCl

48 mM KCl

2 mM CaCl2
2 mM MgCl2
�
 Nuclei Buffer

10 mM Tris:HCl (pH 8.0)

80 mM KCl

2 mM EDTA

0.75 mM spermidine

0.3 mM spermine

Spermine and spermidine are prepared as 1 M stocks in ddH2O and stored at –

20 �C. Add immediately before use.

Add 1 tablet Complete EDTA-Free Protease Inhibitor Cocktail Tablets (Roche

Applied Science, Cat. #1873580) per 10 mL buffer just prior to use.
�
 10% (w/v) digitonin

(Sigma, Cat. #37006) stock solution is prepared in ddH2O by boiling and

filtering. Store aliquots at – 20 �C. Briefly boil, chill on ice, and add to

Nuclei Buffer immediately before use.
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�
 Chitinase

Dilute in Embryo Buffer at 2 U/mL and store aliquots at – 20 �C. The efficiency
of chitinase treatment varies and the optimal length of digestion should be re-

determined for each new batch.
�
 Hoechst 33342
D. Single-step Immunoprecipitation
Antibody coupling
�
 10–50 mg of affinity-purified antibody

�
 Affi-Prep Protein A beads (Biorad Cat. #156-0006)

�
 PBST (PBS + 0.1% Tween-20)

�
 1 M sodium borate (pH 9.0)

Dissolve 61.8 g of boric acid in 800 mL of ddH2O and adjust the pH to 9.0 with

NaOH pellets. Bring volume to 1 L with ddH2O and filter to sterilize. Store

at RT.
�
 0.2 M sodium borate (pH 9.0)

Dilute from a stock of 1 M sodium borate (pH 9.0).
�
 220 mM DMP

(Sigma Cat. #D8388; FW259.2; stored in a dessicated box at�20 �C) Let bottle
sit tightly closed at RT for 20 min before opening.Weigh out DMP and leave dry

until just before use. Resuspend in appropriate volume of 0.2 M sodium borate

(pH 9.0) and add immediately to the bead suspension (e.g., for 34 mg DMP add

596 mL sodium borate).
�
 0.2 M ethanolamine, 0.2 M NaCl (pH 8.5)

Dissolve 12.2 g of ethanolamine and 11.7 g of NaCl in ddH2O, adjust the pH to

8.5 with HCl. Add ddH2O to 1 L and filter to sterilize. Store at RT.
Immunoprecipitation
�
 100 mM glycine (pH 2.6)

Dissolved 7.5 g glycine in 800 mL of ddH2O and adjust pH to 2.6 with HCl. Add

ddH2O to 1 L. Filter to sterilize and store at 4 �C.
�
 Lysis Buffer

50 mM HEPES (pH 7.4)

1 mM EGTA
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1 mM MgCl2
100 mM KCl

10% glycerol

0.05% NP-40

DTT goes off with time, so add it to the buffer just before the experiment.

Just prior to use add one tablet Complete EDTA-Free Protease Inhibitor

Cocktail Tablets (Roche Applied Science, #1873580) to 12 mL Lysis Buffer.

Use Lysis Buffer with 300 mM KCL as indicated in text.
�
 3x Sample Buffer

6% SDS

240 mM Tris (pH 6.8)

30% Glycerol

�0.04% (w/v) Bromophenol blue

Add 50 mL 100% 2-ME to 1 mL just before use.
�
 1 M DTT

Dissolve 7.7 g DTT in 50 mL sterile ddH2O. Store 1 mL aliquots at –20 �C.
�
 Pre-urea Wash Buffer

50 mM Tris (pH 8.5)

1 mM EGTA

75 mM KCl

Filter to sterilize and store at RT.
�
 Urea Elution Buffer

50 mM Tris (pH 8.5)

8 M urea (Invitrogen Cat. # 15505-035)

Store at RT and make fresh on the day of use.
�
 2 M Tris (pH 8.5)

Dissolve 121.1 g Tris base in 800 mL ddH2O and adjust pH to 8.5 with HCl. Add

ddH2O to 1 L. Sterilize by autoclaving and store at RT.
�
 100% TCA (Sigma Aldrich Cat. # T0699100 mL)
E. Tandem Affinity Purification using a LAP Tag
�
 GFP antibody

�
 TEV protease 6His-TEV protease (1 mg/mL stock), purified using nickel-nitrilo-

triacetic acid (Ni-NTA) agarose and gel filtration (Kapust et al., 2001; Parks et al.,

1995), or available from Invitrogen (Cat. #12575-015)

�
 S protein agarose (Novagen Cat. #69704)
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XI. Equipment
�
 2.8 L Fernbach flasks

�
 microcentrifuge

�
 0.5 mL and 1.5 mL microcentrifuge tubes

�
 1 L centrifuge bottles

�
 1.5 mL screw-cap tubes

�
 15 mL and 50 mL conicals

�
 Dissecting microscope

�
 Graduated cylinders

�
 Mortar and pestle

�
 Ultracentrifuge with TLA100.3 rotor (Beckman, #349622)

�
 Sonicator with pulse capacity (e.g., Branson Digital Sonifier)

�
 Wheaton dounce homogenizer with pestle B

�
 Cooling shaker (Kuhner Shaker)

�
 Bransonic Ultrasonic Cleaner 3510

�
 Liquid nitrogen dewar flask
Acknowledgments
We acknowledge support of grants from the NIH to A.D. (GM074215) and K.O. (GM074207), and by

funding from the Ludwig Institute for Cancer Research to A.D. and K.O. This work is supported by the

National Center for Research Resources of the National Institutes of Health by a grant to T.N.D. entitled

‘‘Comprehensive Biology: Exploiting the Yeast Genome’’ (P41 RR11823). E.Z. is supported by a research

fellowship from the DFG (ZA619/1-1).
References
Audhya, A., and Desai, A. (2008). Proteomics in Caenorhabditis elegans. Brief Funct. Genomic

Proteomic 7, 205–210.

Audhya, A., Hyndman, F., McLeod, I. X., Maddox, A. S., Yates III, J. R., Desai, A., and Oegema, K.

(2005). A complex containing the Sm protein CAR-1 and the RNA helicase CGH-1 is required for

embryonic cytokinesis in Caenorhabditis elegans. J. Cell. Biol. 171, 267–279.

Beanan,M. J., and Strome, S. (1992). Characterization of a germ-line proliferationmutation inC. elegans.

Development 116, 755–766.

Cassada, R., Isnenghi, E., Culotti, M., and von Ehrenstein, G. (1981). Genetic analysis of temperature-

sensitive embryogenesis mutants in Caenorhabditis elegans. Dev. Biol. 84, 193–205.

Cheeseman, I. M., and Desai, A. (2005). A combined approach for the localization and tandem affinity

purification of protein complexes from metazoans. Sci. STKE 2005, l1.

Cheeseman, I. M., Niessen, S., Anderson, S., Hyndman, F., Yates III, J. R., Oegema, K., and Desai, A.

(2004). A conserved protein network controls assembly of the outer kinetochore and its ability to sustain

tension. Genes Dev. 18, 2255–2268.

Chowdhury, P. S. (2003). DNA immunization as a means to generate antibodies to proteins.Methods Mol.

Biol. 207, 57–62.

Cinar, H., Keles, S., and Jin, Y. (2005). Expression profiling of GABAergic motor neurons in

Caenorhabditis elegans. Curr. Biol. 15, 340–346.



11. Affinity Purification of Protein Complexes in C. elegans 321
Colosimo,M. E., Brown,A.,Mukhopadhyay, S., Gabel, C., Lanjuin, A. E., Samuel, A. D., and Sengupta, P.

(2004). Identification of thermosensory and olfactory neuron-specific genes via expression profiling of

single neuron types. Curr. Biol. 14, 2245–2251.

Cravatt, B. F., Simon, G.M., andYates III, J. R. (2007). The biological impact of mass-spectrometry-based

proteomics. Nature 450, 991–1000.

Dammermann, A., Maddox, P. S., Desai, A., and Oegema, K. (2008). SAS-4 is recruited to a dynamic

structure in newly forming centrioles that is stabilized by the gamma-tubulin-mediated addition of

centriolar microtubules. J. Cell. Biol. 180, 771–785.

Dammermann, A., Pemble, H., Mitchell, B. J., McLeod, I., Yates, J. R., Kintner, C., Desai, A. B., and

Oegema, K. (2009). The hydrolethalus syndrome protein HYLS-1 links core centriole structure to cilia

formation. Genes Dev. 23, 2046–2059.

Desai, A., Rybina, S., Muller-Reichert, T., Shevchenko, A., Hyman, A., and Oegema, K. (2003). KNL-1

directs assembly of the microtubule-binding interface of the kinetochore in C. elegans. Genes Dev. 17,

2421–2435.

Duchaine, T. F., Wohlschlegel, J. A., Kennedy, S., Bei, Y., Conte Jr, D., Pang, K., Brownell, D. R.,

Harding, S., Mitani, S., and Ruvkun, G., et al. (2006). Functional proteomics reveals the

biochemical niche of C. elegans DCR-1 in multiple small-RNA-mediated pathways. Cell 124,

343–354.

Edgar, L. G. (1995). Blastomere culture and analysis. Methods Cell Biol. 48, 303–321.

Fernandez, A. G., Gunsalus, K. C., Huang, J., Chuang, L. S., Ying, N., Liang, H. L., Tang, C., Schetter, A.

J., Zegar, C., and Rual, J. F., et al. (2005). New genes with roles in theC. elegans embryo revealed using

RNAi of ovary-enriched ORFeome clones. Genome Res. 15, 250–259.

Fernandez, A. G., Mis, E. K., Bargmann, B. O., Birnbaum, K. D., and Piano, F. (2010). Automated sorting

of live C. elegans using laFACS. Nat. Methods 7, 417–418.

Frokjaer-Jensen, C., Davis, M.W., Hopkins, C. E., Newman, B. J., Thummel, J. M., Olesen, S. P., Grunnet,

M., and Jorgensen, E. M. (2008). Single-copy insertion of transgenes in Caenorhabditis elegans. Nat.

Genet. 40, 1375–1383.

Gassmann, R., Essex, A., Hu, J. S., Maddox, P. S., Motegi, F., Sugimoto, A., O’Rourke, S. M., Bowerman,

B., McLeod, I., and Yates, J. R., et al. (2008). A new mechanism controlling kinetochore-microtubule

interactions revealed by comparison of two dynein-targeting components: SPDL-1 and the Rod/Zwilch/

Zw10 complex. Genes Dev. 22, 2385–2399.

Golden, A., Sadler, P. L., Wallenfang, M. R., Schumacher, J. M., Hamill, D. R., Bates, G., Bowerman, B.,

Seydoux, G., and Shakes, D. C. (2000). Metaphase to anaphase (mat) transition-defective mutants in

Caenorhabditis elegans. J. Cell. Biol. 151, 1469–1482.

Gottschalk, A., Almedom, R. B., Schedletzky, T., Anderson, S. D., Yates III, J. R., and Schafer, W. R.

(2005). Identification and characterization of novel nicotinic receptor-associated proteins in

Caenorhabditis elegans. EMBO J. 24, 2566–2578.

Green, R. A., Audhya, A., Pozniakovsky, A., Dammermann, A., Pemble, H., Monen, J., Portier, N.,

Hyman, A., Desai, A., and Oegema, K. (2008). Expression and imaging of fluorescent proteins in

the C. elegans gonad and early embryo. Methods Cell Biol. 85, 179–218.

Green, R. A., Kao, H. L., Audhya, A., Arur, S., Mayers, J. R., Fridolfsson, H. N., Schulman, M.,

Schloissnig, S., Niessen, S., and Laband, K., et al. (2011). A high-resolution C. elegans essential gene

network based on phenotypic profiling of a complex tissue. Cell 145, 470–482.

Harlow, E. L., David., Harlow, E., and Lane, D. (1999). Using Antibodies: A Laboratory Manual. Cold

Spring Harbor Laboratory Press, New York.

Hope, I. A. (1999). C. elegans: A Practical Approach. Oxford University Press, Oxford & New York.

Huang, L. S., and Sternberg, P. W. (2006). Genetic dissection of developmental pathways.WormBook 14,

1–19.

Hubner, N. C., Bird, A. W., Cox, J., Splettstoesser, B., Bandilla, P., Poser, I., Hyman, A., and Mann, M.

(2010). Quantitative proteomics combined with BAC TransgeneOmics reveals in vivo protein interac-

tions. J. Cell Biol. 189, 739–754.



322 Esther Zanin et al.
Kamath, R. S., Fraser, A. G., Dong, Y., Poulin, G., Durbin, R., Gotta,M., Kanapin, A., Le Bot, N.,Moreno,

S., and Sohrmann, M., et al. (2003). Systematic functional analysis of the Caenorhabditis elegans

genome using RNAi. Nature 421, 231–237.

Kapust, R. B., Tozser, J., Fox, J. D., Anderson, D. E., Cherry, S., Copeland, T. D., andWaugh, D. S. (2001).

Tobacco etch virus protease: mechanism of autolysis and rational design of stable mutants with wild-

type catalytic proficiency. Protein Eng. 14, 993–1000.

Kelly, W. G., and Fire, A. (1998). Chromatin silencing and the maintenance of a functional germline in

Caenorhabditis elegans. Development 125, 2451–2456.

McNally, K., Audhya, A., Oegema, K., and McNally, F. J. (2006). Katanin controls mitotic and meiotic

spindle length. J. Cell Biol. 175, 881–891.

Mello, C., and Fire, A. (1995). DNA transformation. Methods Cell Biol. 48, 451–482.

Mello, C. C., Kramer, J. M., Stinchcomb, D., and Ambros, V. (1991). Efficient gene transfer inC. elegans:

extrachromosomal maintenance and integration of transforming sequences. EMBO J. 10, 3959–3970.

Moresco, J. J., Carvalho, P. C., and Yates III, J. R. (2010). Identifying components of protein complexes in

C. elegans using co-immunoprecipitation and mass spectrometry. J. Proteomics 73(11), 2198–2204.

Parks, T. D., Howard, E. D., Wolpert, T. J., Arp, D. J., and Dougherty, W. G. (1995). Expression and

purification of a recombinant tobacco etch virus NIa proteinase: biochemical analyses of the full-length

and a naturally occurring truncated proteinase form. Virology 210, 194–201.

Piano, F., Schetter, A. J., Mangone, M., Stein, L., and Kemphues, K. J. (2000). RNAi analysis of genes

expressed in the ovary of Caenorhabditis elegans. Curr. Biol. 10, 1619–1622.

Piano, F., Schetter, A. J., Morton, D. G., Gunsalus, K. C., Reinke, V., Kim, S. K., and Kemphues, K. J.

(2002). Gene clustering based on RNAi phenotypes of ovary-enriched genes in C. elegans. Curr. Biol.

12, 1959–1964.

Polanowska, J., Martin, J. S., Fisher, R., Scopa, T., Rae, I., and Boulton, S. J. (2004). Tandem immunoaf-

finity purification of protein complexes from Caenorhabditis elegans. Biotechniques 36, 778–780 782.

Praitis, V., Casey, E., Collar, D., and Austin, J. (2001). Creation of low-copy integrated transgenic lines in

Caenorhabditis elegans. Genetics 157, 1217–1226.

Rigaut, G., Shevchenko, A., Rutz, B., Wilm, M., Mann, M., and Seraphin, B. (1999). A generic protein

purification method for protein complex characterization and proteome exploration. Nat. Biotechnol.

17, 1030–1032.

Schaffer, U., Schlosser, A., Muller, K.M., Schafer, A., Katava, N., Baumeister, R., and Schulze, E. (2010).

SnAvi – a new tandem tag for high-affinity protein-complex purification. Nucleic Acids Res. 38, e91.

Seydoux, G., and Strome, S. (1999). Launching the germline in Caenorhabditis elegans: regulation of

gene expression in early germ cells. Development 126, 3275–3283.

Sonnichsen, B., Koski, L. B., Walsh, A., Marschall, P., Neumann, B., Brehm,M., Alleaume, A. M., Artelt,

J., Bettencourt, P., and Cassin, E., et al. (2005). Full-genome RNAi profiling of early embryogenesis in

Caenorhabditis elegans. Nature 434, 462–469.

Sulston, J. E., Schierenberg, E.,White, J. G., and Thomson, J. N. (1983). The embryonic cell lineage of the

nematode Caenorhabditis elegans. Dev. Biol. 100, 64–119.

Trinkle-Mulcahy, L., Boulon, S., Lam, Y. W., Urcia, R., Boisvert, F. M., Vandermoere, F., Morrice, N. A.,

Swift, S., Rothbauer, U., and Leonhardt, H., et al. (2008). Identifying specific protein interaction

partners using quantitative mass spectrometry and bead proteomes. J. Cell. Biol. 183, 223–239.

Yates, J. R., Ruse, C. I., and Nakorchevsky, A. (2009). Proteomics by mass spectrometry: approaches,

advances, and applications. Annu. Rev. Biomed. Eng. 11, 49–79.

Zhang, Y., Ma, C., Delohery, T., Nasipak, B., Foat, B. C., Bounoutas, A., Bussemaker, H. J., Kim, S. K.,

and Chalfie, M. (2002). Identification of genes expressed in C. elegans touch receptor neurons. Nature

418, 331–335.



PART III
Development





CHAPTER 12
METHODS IN CELL BIOL
Copyright 2011, Elsevier Inc.
Cell Identification and Cell Lineage
Analysis

Claudiu A. Giurumescu and Andrew D. Chisholm
Section of Cell and Developmental Biology, Division of Biological Sciences, University of California,
San Diego, La Jolla, California, USA
OGY, V
All righ
Abstract

I.
 Introduction

II.
 Rationale
OL 1
ts res
A.
06
erved
Analysis of Mutant Phenotypes

B.
 Cell Division Pattern as the Focus of Interest

C.
 Cellular Patterns of Gene Expression

D.
 Cell Killing by Laser Ablation

E.
 Genetic Mosaic Analysis

F.
 Comparative Developmental Biology
III.
 Resources

IV.
 Nomenclature and Conventions

V.
 Cell Identification and Lineage Analysis
A.
 Embryonic Cell Identification and Lineage Analysis

B.
 Postembryonic Cell Identification and Lineage Analysis
VI.
 Materials, Methods, and Protocols

A.
 Protocol 1: Analysis of Embryonic Cell Lineages

B.
 Protocol 2: Post-Embryonic Cell-Lineage Analysis
VII.
 Discussion

Acknowledgments

References
Abstract
Caenorhabditis elegans is uniquely suited to the analysis of cell lineage pat-

terns. C. elegans has a small number of somatic cells whose position and mor-

phology are almost invariant from animal to animal. Because C. elegans is

virtually transparent, cells can be identified in live animals using a simple

bright-field microscopy technique, Nomarski differential interference contrast
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(DIC), or by expression of transgenic fluorescent reporter genes. The small size

and rapid development of C. elegans mean that animals can develop while under

continuous observation, allowing cell lineages to be analyzed throughout embry-

onic and postembryonic development. Embryonic cell lineages can also be traced

semiautomatically using timelapse imaging of GFP-labeled nuclei. Analysis of

mutant cell lineages remains important for defining the roles of developmental

control genes.
I. Introduction
Cell lineage analysis refers to the tracing of cellular genealogies by following cell

divisions and migrations over time, beginning with specific progenitor cells and

ending with their postmitotic descendants. The development of almost all metazoan

animals can in principle be described as a lineage tree whose origin is the single-cell

zygote. However, the variability of normal development means that cell lineage

relationships can in general only be described in probabilistic terms. In contrast,

for some animal groups, including nematodes, molluscs, and tunicates, the pattern of

cell divisions throughout development is highly invariant between individuals. In

such animals, the invariant lineage constitutes a complete fate map of development

with single-cell resolution.

The first descriptions of nematode cell lineages began in the late 19th century and

were based on a series of fixed specimens. These studies established that the pattern

of embryonic cell divisions was virtually invariant from animal to animal. In some

cases, the cell lineage was thought to generate a fixed number of cells in the adult

(‘‘cell constancy’’ or eutely), or at least in certain tissues (‘‘partial constancy’’) (van

Cleave, 1932). However, it was not until the development of Nomarski DIC micros-

copy in the late 1960s (Allen et al., 1969; Padawer, 1968) that it became feasible to

observe cell divisions in live animals.

Using Nomarski DIC microscopy of live animals the complete cell lineage of

C. elegans from zygote to adult was delineated in a series of classic studies,

culminating in the complete description of the embryonic cell lineage in 1983

(Sulston et al., 1983). All these descriptions were based on direct observation of

live animals, without significant use of recording technology. Since then, cell

lineages have been traced in over ten other nematode species (see Table I). The

C. elegans ‘‘lineage papers’’ (Table II) remain an essential resource for learning

cell identification and lineage analysis. For historical accounts of the early days of

lineage analysis see Horvitz and Sulston (1990) and John Sulston’s Nobel Lecture

(Sulston, 2003).

With the advent of green fluorescent proteins (GFP) in the early 1990s

(Chalfie et al., 1994), cell identification entered a new phase. Now specific cells

or cell types could be identified more rapidly, without the need for meticulous

drawing out of cells and their positions. Expression of a fluorescent marker provided

an unambiguous measure of cell fate. For example, cells could be identified even



Table I
Cell-lineage analysis in other nematode species

Species Lineages studied Reference

Panagrellus redivivus Postembryonic lineages (Sternberg and Horvitz, 1981, 1982)

Turbatrix aceti Early embryo (Sulston et al., 1983)

Mesorhabditis etc. Vulval lineages (Sommer et al., 1994)

Pristionchus pacificus Vulval lineages (Sommer, 1997)

Acrobeloides (Wiegner and Schierenberg, 1998)

Oscheius tipulae Vulval cell lineage (Delattre and Felix, 2001)

Pellioditis marina Complete embryonic lineage (Houthoofd et al., 2003)

Halicephalobus gingivalis (Houthoofd and Borgonie, 2007)

Rhabditophanes Embryonic lineage (Houthoofd et al., 2008)

C. briggsae Embryonic lineage; automated lineage tracing (Zhao et al., 2008)

Diploscapter coronatus Embryonic lineage (Lahl et al., 2009)

Romanomermis culicivorax Embryonic lineage (Schulze and Schierenberg, 2008, 2009)

Table II
Key publications describing C. elegans lineages

Lineages Reference

Ventral nerve cord (Sulston, 1976)

Postembryonic nongonadal lineages (hermaphrodite) (Sulston and Horvitz, 1977)

Gonadal lineages (both sexes) (Kimble and Hirsh, 1979)

Postembryonic nongonadal lineages (male) (Sulston et al., 1980)

Embryonic lineage (Deppe et al., 1978; Sulston et al., 1983)
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when misplaced in aberrant locations as a result of a cell migration defect. Most

importantly, whereas under DIC observation only cell nuclei are typically resolved,

GFPmarkers can be used to visualize the entire cell, or specific subcellular compart-

ments. The ability to see axons, muscle arms, and other structures in live animals

opened up whole new areas of analysis.

GFP transgenic markers have in many cases replaced DIC for cell identification.

Nevertheless there are still reasons to learn the DIC anatomy. First, transgenic

markers are not available for all cell types or subsets of cell types. Second, care is

needed to ensure that the GFPmarker (often a high-copy number transgene) does not

itself interfere with cell differentiation. Issues of photobleaching or phototoxicity

often limit the amount of observation possible, although this has been to some extent

overcome in the automated analysis of embryonic cell divisions. Finally, analyzing a

number of markers can involve considerable strain construction, work that can be

avoided if the cells can be identified by DIC.
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There has been rapid recent progress in automation of cell identification and

lineage analysis. Cell lineage analysis in embryos can be partly automated as

discussed in detail below. Automatic cell lineage analysis in larval stages has so

far not been possible, largely due to the difficulty in immobilizing larvae in a

way that allows normal development. However, digital atlases of cell positions

at defined stages can be generated, allowing gene expression patterns to be

mapped semiautomatically (Long et al., 2009). At present such atlases represent

�65% of the nuclei in the L1 stage. However, many neuronal nuclei are too

closely spaced to be reliably identified by automated analysis. Thus, to identify

specific neuronal expression patterns a knowledge of the anatomy remains

indispensable.
II. Rationale

A. Analysis of Mutant Phenotypes
One of the most frequent goals in cell-lineage analysis is to address the develop-

mental basis of a specific phenotype, whether caused by mutation, RNAi, or some

other perturbation. For example, using cell type specific GFP reporters it is straight-

forward to screen for mutants affecting the number of cells that express a given

reporter (Doitsidou et al., 2008; Kanamori et al., 2008). A change in the number of

expressing cells could have a number of causes and lineage analysis can resolve

these possibilities. For example, do excess GFP-expressing cells arise from ectopic

expression of the reporter or from an overproliferation of specific precursors? Does

failure to generate a given cell type reflect a cell fate transformation or an earlier

defect in the lineage?
B. Cell Division Pattern as the Focus of Interest
In some cases, the pattern of cell divisions itself is the focus of interest, especially

where no other molecular markers are available. For example, the role of the Wnt

ligand LIN-44 in cell polarity was deduced from its effects on the polarity of certain

cell divisions in the male tail (Herman and Horvitz, 1994). The stage specificity of

cell-division patterns was critical in inferring the genetic control of developmental

timing in larval development (Ambros and Horvitz, 1984). The regulative ability of

certain tissues to undergo compensatory growth after damagewas studied using cell-

lineage analysis (Sulston and White, 1980).

Stem-cell-like division is inherently polarized. The stem-cell-like behavior of

larval seam cells has been extensively analyzed by direct lineage analysis (e.g.

Nimmo et al., 2005). Analysis of cell-lineage mutants has also been important in

understanding the genetic basis of cell cycle control (e.g. Kosti�c and Roy, 2002;

Fukuyama et al., 2003).
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C. Cellular Patterns of Gene Expression
A common goal in cell identification is to define the cellular expression patterns

of reporter genes. Some genes are expressed in relatively clear-cut patterns, for

example, intestinal cells, all body wall muscles, all GABAergic neurons, and so

on (cf. Chapter by Yan and JIn?). It is essential to learn to correlate such simple

expression patterns first before attempting more complex patterns.

The nervous system poses the most daunting challenge for identification of gene-

expression patterns. This is especially so in the large anterior ganglia, each of which

contains 10–20 closely packed nuclei. However, the relative positions of most

neuronal nuclei are fairly reproducible and can be learnt by reference to the maps

in the L1 stage (Sulston et al., 1983). Maps of these nuclei in the adult are based on

serial section EM reconstruction (White et al., 1986) and can be found in

WormAtlas. Some neuronal nuclei display natural variability in location, and so

cannot be conclusively identified based on position. Fortunately, identification of

neurons is often made considerably easier by the distinctive disposition of the axons

and dendrites of individual cell types.
D. Cell Killing by Laser Ablation
Cell ablation has been an important technique to define the developmental and

physiological functions of cells (Bargmann and Avery, 1995). Individual cells can be

killed with a laser microbeam focused on the cell nucleus. This depends on accurate

cell identification, for which both DIC and GFP are now used. Ablation during

development can be used to test the extent of replacement regulation by other cells.

Physiological functions of cells can be addressed by ablation unless they are subject

to replacement or compensation.
E. Genetic Mosaic Analysis
In C. elegans, genetic mosaic analysis relies on spontaneous loss of unstable

extrachromosomal arrays or chromosomal duplications during development. By

identifying the pattern of cells in which the array or duplication has been lost, the

‘‘loss point’’ in the early lineage can be deduced. Such patterns are generally

examined in late larval stages, that is, after the cell divisions are largely complete.
F. Comparative Developmental Biology
Cell lineages can be traced using Nomarski DIC in any optically transparent

organism that can develop under continuous observation. As a result, direct cell-

lineage analysis has now been undertaken in over a dozen different nematode species

(Table I). Embryonic lineages have now been traced in several species. Although

initial studies suggested a high degree of conservation in early embryonic lineages

(Sulston et al., 1983), subsequent studies of other species have revealed a remarkable
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diversity in the patterns of cell division within nematode embryos. Studies of vulval

cell lineages in several species have been critical to our understanding of evolution of

developmental mechanisms. As transgenic tools are now being developed in other

nematode species, their use in automated analysis is likely to increase; the embry-

onic cell lineage of C. briggsae has already been followed using automated histone-

GFP lineage tracing (Zhao et al., 2008).
III. Resources
The descriptions of cell lineages from the late 1970s remain the definitive

descriptions of the cellular anatomy (Table II). In learning the anatomy an important

initial goal is to compare one’s own drawings with the diagrams in the following

papers. In particular, the description by Sulston et al. (1983) remains the best

resource for learning embryonic anatomy; an ‘‘embryo’’ section of WormAtlas is

currently under construction.

WormAtlas (www.wormatlas.org) and the C. elegans Atlas book (Hall and Altun,

2008) are invaluable for understanding adult anatomy and for correlating cellular

anatomy with electron micrographs. The web site contains a small section on cell

identification. A good online guide to cell identification is in Wormbook (Yochem,

2006), with plentiful Nomarski DIC images of ‘‘landmark’’ cells. This is an important

addition to the original lineage papers. However, in our experience the only way to

successfully learn cell identification is to sit at the microscope and drawwhat one sees.
IV. Nomenclature and Conventions
The nomenclature for cells was set out by Sulston and Horvitz (1977) and

systematized by Sulston et al. (1983). Every cell in C. elegans can be named

according to its ancestry, for example, ABpla. Terminally differentiated cells also

have ‘‘functional’’ names that are either semiarbitrary (e.g., ASEL) or descriptive of

terminal fate (hyp 7). For example, the cell ABalppppppaa is the neuron ASEL.

Embryonic cells are named beginning with one of the five early embryonic

‘‘founder cells’’: AB, E, MS, C, D. The cells P0 through P4 denote the zygote and

the precursors of the germ line, and should not be confused with the postembryonic

blast cells P1–P12. Cells that go on to divide in postembryonic stages are renamed

with a blast cell name (e.g., ABplapapaaa=QL), and their progeny named according

to similar rules.

The suffixes in lineage names refer to the approximate orientation of the cell

division relative to the overall axes of the embryo or larva: anterior/posterior, dorsal/

ventral, left/right. Almost all cell divisions in C. elegans have a clear anterior–

posterior orientation; indeed only �8 embryonic cell divisions are predominantly

in the transverse (left–right) axis. Cells are named according to the relative position

of the daughters at the time of division, even if the daughters subsequently change

http://www.wormatlas.org/
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relative position due to cell migration. In some places, such as at the anterior or

posterior poles of the early embryo, steric constraints prevent the two daughters from

remaining in strict anterior–posterior order, and their final positions are skewed

relative to the initial orientation of the spindle.

Avery small number of cells have variable ancestry. In several cases, a pair of cells

constitutes an ‘‘equivalence group’’ in which eachmember of the pair can give rise to

each fate. This is usually when pairs of cells formed on the left and right sides

migrate to the ventral midline to form a single anterior–posterior series. For example,

the cell ABplapaapp can become either of two ventral epidermal cells, P1 or P2,

depending on whether it migrates to a midline position anterior or posterior to its

contralateral homolog ABprapaapp. P1 is therefore denoted ABpl(lr)apaapp. Such

fate choices involve an interaction between the members of the cell pair.
V. Cell Identification and Lineage Analysis

A. Embryonic Cell Identification and Lineage Analysis

1. Manual Lineage Analysis
As all early embryonic blastomeres are very similar in morphology, early

embryonic cell identification relies on the small number of cells involved and

their invariant positions. Cell positions can be easily learnt up to the 28-cell stage

(see Fig. 1). Between the 28-cell stage (100 min) and late gastrulation most cells

can only be conclusively identified by following their lineage. After gastrulation
[(Fig._1)TD$FIG]

Fig. 1 Ventral view of wild-type embryo at 84 min/28-cell stage, redrawn from nuclear positions using

NucleiTracker4D software (anterior is to left). Eggshell outline is an approximation based on nuclei

filling in late embryogenesis. Depth is indicated by the thickness of the outline of each nucleus.



Table III
Comparison of som

Software name Da

SIMI Biocell DI

Angler DI

N/A DI

StarryNite GF

Endrov DI

NucleiTracker4D GF
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(�240 min post first cleavage) cellular differentiation begins. Cells can be iden-

tified based on position relative to landmarks such as the first apoptotic cell

deaths; maps of cell nuclei at 270 nuclei are in Figure 7 of Sulston et al. (1983).

Cell and nuclear identification is more or less straightforward using the available

maps up to the 1.75-fold stage when body wall muscle contractions begin. By the

twofold stage the rolling activity of the embryo severely hampers attempts to identify

cells in live specimens. To prevent this rapidmovement themicroscope objective can

be transiently and reversibly cooled (Sulston et al., 1983). Overall the last 3 h of

embryonic development remain relatively little studied.

The cell lineage reported in Sulston et al. (1983) was a composite built up from

partial lineages of hundreds of embryos. With the improvement of imaging and

storage technology by the late 1980s it became possible to record the complete

development of single embryos using timelapse imaging in multiple focal planes.

Such ‘‘four dimensional’’ (4D) microscopy was developed by J. G. White and used

for studies of early C. elegans embryos (Hird and White, 1993). Several groups

developed software for 4D acquisition and playback (Fire, 1994; Thomas et al.,

1996). Commercial imaging software suites such as Improvision or Amira include

options for automated 4D capture, as do the software suites for most commercial

compound microscopes. Finally the Open Source software suite Micro-Manager

(http://valelab.ucsf.edu/�MM/MMwiki/index.php/Micro-Manager) can be used for

automated 4D acquisition.

Cell-lineage tracing fromDIC 4Dmovies requires manual identification of nuclei

at each time point. Software such as SIMI Biocell (Schnabel et al., 1997) (Table III)
e methods for manual and semiautomatic embryonic lineage recording

ta Maximum nuclei

tracked

Method Time required Error rate Reference

C 385 cells full/114

cells up to 1.5 fold

Manual N/A N/A (Schnabel et al.,

1997)

C end of gastrulation/

300 cells

Manual N/A N/A (Martinelli et al.,

1997)

C 24 cells Automated N/A N/A (Hamahashi et al.,

2005)

P 350 cells Automated 8 h up to 350

cells

1–3% up to 194

cells, larger

up to 350 cells

(Bao et al., 2006)

C/GFP 150 cells full/partial

later stage

Manual N/A N/A (Hench et al.,

2009)

P 566 live/ 669 total

cells

Semiautomated For GFP

confocal = 4 h

up to 350 cells

8–16 h to

525 cells

Up to 3% to 350

cells, up to

15% to 525

cells (at each

time-point).

CAG & ADC,

unpublished

http://valelab.ucsf.edu/~MM/MMwiki/index.php/Micro-Manager
http://valelab.ucsf.edu/~MM/MMwiki/index.php/Micro-Manager
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allows lineages to be generated in a straightforwardmanner throughmost of embryo-

genesis. The image degradation in deeper DIC focal planes limits complete linea-

ging of single embryos from DIC. Although computer image analysis can identify

nuclei in DIC images (Hamahashi et al., 2005) the low contrast of DIC imagesmakes

this computationally challenging.
2. Semiautomated Lineage Analysis
With the advent of histone-GFP reporters marking all embryonic nuclei

(Ooi et al., 2006), imaging and lineage analysis of embryo development could

now be studied using the laser confocal microscope. The high fluorescence contrast

of nuclear-localized GFP allows identification of nuclei by computer image seg-

mentation in a more reliable fashion than from DIC data. Although photobleaching

and phototoxicity limit the image quality, it is possible to image histone-GFP

throughout embryonic development. The histone-GFP itself is presumably synthe-

sized anew during each cell cycle, partly compensating for photobleaching effects.

The Waterston lab implemented the first histone::GFP imaging platform for follow-

ing embryo development through gastrulation and morphogenesis (Murray et al.,

2006). To track moving and dividing nuclei the Starrynite software was developed

(Bao et al., 2006). Additional visualization software allows curation of the tracking

data and extraction of lineage information (Boyle et al., 2006).

The accuracy of the original Starrynite software declined in embryos with

>350 nuclei. To allow nuclear tracking in later embryos several approaches are

being tested. One approach is to optimize the segmentation algorithm for

images of optically sectioned nuclei (Santella et al., 2010). Another approach,

currently implemented in our laboratory (see below), is to curate nuclear iden-

tification at each time point, such that the automated tracking at the next time

point t+1 starts with corrected information. A second modification to the search

algorithm is to constrain the search for a particular nucleus (or its daughters) at

t+1 only in the local neighborhood of its previous position at t. Rather than

performing de novo segmentation, in this approach the maximum amount of

information available at t is used for performing the segmentation and tracking

for t+1 (Table III).
3. Extent of Variation in the Wild-Type Lineage
The ability to completely track all nuclei in individual embryos has prompted

further examination of the degree of variability in wild-type development.

Automated lineage tracing has confirmed the high degree of invariance in the

assignment of cell fates, with the known exceptions of the midline cell pairs men-

tioned above. Some cell-division axes in the C lineage display variability. Cell

division times can vary by a factor of 10% between embryos (Sulston et al.,

1983), but within individual embryos the relative timing of cell divisions is highly

consistent. The high degree of correlation of cell cycles within an individual embryo
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suggests the existence of a ‘‘developmental clock’’ controlling the rate of embryo-

genesis; the overall standard deviation in this developmental clock has been esti-

mated at 4.5% (Bao et al., 2008).

Earlier lineage studies suggested that relative cell positions could show variability

in midembryogenesis (Schnabel et al., 1997), although such variability decreases by

the premorphogenetic stages. More recent studies have suggested that some of this

variability may result from the slight compression introduced when an embryo is

mounted on an agar pad or between slide and coverslip using beads (Hench et al.,

2009). Compressed embryos display two stereotypical rotations. First, during gas-

trulation, the embryo turns from a left–right aspect to a dorsal–ventral aspect. Then,

following epidermal enclosure, the embryo turns once again to display the left–right

aspect and its comma shape. The increased variability in cell positions in such

compressed embryos may reflect increased migration displacements in the flattened

eggshell in conjunction with rotational movements. Unlike compressed embryos,

freely mounted embryos attached to polylysine coated coverslips show less variabil-

ity in cell positions (Hench et al., 2009; Schnabel et al., 2006) and do not display the

typical left–right/dorsal–ventral rotations. However, the increased depth of the

uncompressed embryo leads to a slight loss of optical quality, and many laboratories

continue to use slightly compressed embryos for optimal imaging (see chapter by

Hardin).
B. Postembryonic Cell Identification and Lineage Analysis
Cell identification in larval and adult stages is facilitated by the increased sepa-

ration of nuclei and the differentiation of cell types. However as development

proceeds nuclei tend to have slightly less stereotyped positions. Accurate identifi-

cation of cells and nuclei is also complicated by the tendency of worms to move out

of the field of view; at present there is no anesthetic or physical restraint that is

compatible with long-term development.

Most cell types are readily identified by position and nuclear morphology.

Complex cell groups such as the anterior ganglia require practice and tracing of cell

positions frommultiple animals. To begin identifying cells it is essential to start with

simple easily recognized stages and tissues such as the 12-cell stage of vulval

development. A novel approach to identifying new expression patterns is to analyze

their intersection with previously characterized patterns using ‘‘split GFP’’

(Zhang et al., 2004).

Paralleling the automated lineaging efforts in the embryo, Long et al. (2009)

have recently constructed a 3D atlas of nuclear positions in L1 larvae. Generating

a standard 3D representation of the L1 larvae nuclei is instrumental for mapping

gene expression patterns or high-throughput computer-controlled functional

screens. Atlas building depends on (1) reliable identification of larval nuclei,

(2) registration of multiple larval samples into the same standard representation,

and (3) mapping of novel samples onto this standard representation. To achieve
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these goals Long et al. used DAPI stained worms to mark all cell nuclei, followed

by several image processing steps. First, the images of larvae are straightened to

a rod shape (Peng et al., 2008). Next, nuclei are automatically identified by

adaptive thresholding and rule- and training-based segmentation. Nuclei can be

validated and curated using the volume-object image annotation system

(Peng et al., 2009). In this way, 357 out of the 558 L1 larval nuclei could be

faithfully identified.

Using fiduciary muscle nuclei GFP markers, Long et al. registered as many as 40

L1 larvae samples into a 3D standard representation. However, as few as 15 samples

were sufficient to infer correct nuclear positions along the body. A comparison of

cell positions in the atlas samples along the three axes of the body showed that

nucleus-to-nucleus spatial relationships are invariant, especially among cells

belonging to the same tissue. After building the standard representation, Long

et al. developed an automated procedure for mapping and annotating novel samples,

such as expression patterns, onto this reference (Liu et al., 2009). Overall, their

automated segmentation can identify nuclei in certain tissues with >80% accuracy.

Improving accuracy and the ability to segment all of the 558 nuclei of larvae will

entail using higher resolution microscopy methods like selective plane illumination

or stimulated emission depletion.
VI. Materials, Methods, and Protocols
A general protocol for mounting C. elegans on agar pads for live analysis is

provided in the chapter by Shaham in Worm Methods (http://www.wormbook.

org/toc_wormmethods.html); see also the methods appendix to the C. elegans I

book.
A. Protocol 1: Analysis of Embryonic Cell Lineages

1. Mounting
Detailed protocols for mounting C. elegans embryos are provided in the chapter by

Hardin. Traditionally C. elegans embryos have been mounted on agar pads with

buffer and a coverslip. Although embryos are completely viable under such condi-

tions, it is clear that this method compresses the egg and eggshell. An uncompressed

egg mounted in an aqueous medium is 50 mm long and 30 mm in diameter

(Deppe et al., 1978). Also Ref. Blanchoud et al., 2010; Dev Dyn 239: 3285–96.

Embryos mounted on agar pads are compressed to a thickness of �20 mm
(Schnabel et al., 1997). Mounting using spacer beads can also compress the embryo,

depending on the bead size used. The lateral compression is helpful in reducing the

number of optical sections needed for 4D lineage analysis and constraining the

embryo to a fixed orientation for observation. However as mentioned in the text,

compression may contribute to the variability in cell positions in early embryogenesis.

http://www.wormbook.org/toc_wormmethods.html
http://www.wormbook.org/toc_wormmethods.html
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2. DIC Cell-Lineage Analysis and 4D Recording
Procedures for manual lineaging of embryos are described by Sulston et al.

(1983). A number of software tools have been described over the years to allow

time-lapse recording in multiple focal planes (4D recording) (see above). At present

most commercial microscope vendors include 4D acquisition as an option. The

minimal requirements are microscope equipped for Nomarski DIC optics, a motor-

ized z-drive, a camera, and a computer workstation that controls the z-drive. A high-

N.A. DIC objective (e.g., Zeiss Plan-Neofluar 100�) is essential for any lineage

studies. Cell lineages can be traced manually from DIC 4D data sets. The software

package SIMI Biocell is specifically designed to facilitate lineage construction from

DIC 4D movies.
3. 4D Lineaging Using Histone-GFP
Procedures for 4D imaging of histone-GFP marked embryos are defined in

Murray et al. (2006). Briefly, single transgenic HIS-72::GFP(zuIs178) embryos

are mounted between coverslips in 8 mL of a mixture of 20 mm polystyrene beads

(Polysciences Inc., Warrington, PA) in 1% methlycellulose in M9 (15% v/v beads,

85% v/v 1% methylcellulose in M9). The coverslip sandwich can be flipped to

display the desired late development dorsal or ventral aspect and then attached to

a slide and sealed.

We use a Zeiss LSM510 confocal with a 30 mWArgon laser. We acquire confocal

z-stacks of size 64 � 35 � 30 mm3 with resolution of 0.125 � 0.125 � 0.85 mm3/

voxel everyminute for the first 300min of development then every 2min for the next

180 min. Two-color (GFP/mCherry) movies can be acquired to correlate cell-spe-

cific expression patterns with the ubiquitously expressed histone-GFP. Laser power,

detector, and acquisition configurations are loaded through the MultiTime macro in

the Zeiss LSM software.

Precise temperature control is extremely important to maintain embryo viability

over prolonged periods of confocal imaging. Although embryos will survive 4DDIC

imaging throughout embryogenesis at 25 �C, we find the upper limit for confocal

imaging is 24 �C; the viability of imaged embryos should be checked whenever 4D

imaging is being set up for the first time. There are several options for control of

specimen temperature; we have used a custom-designed aluminum casing for the

objective. The casing is cooled or heated by a small Peltier element and a liquid

cooling system designed for computer chips.

The analysis of 4D LSM data sets by Starrynite and Acetree is described in

detail by (Murray et al., 2006). We provide here a brief overview of our nuclear

tracking approach (Giurumescu et al., in preparation). We analyze 4D LSM data

sets with a user interface that combines the automated tracking and user-selected

curation. At the first time point (usually 4–6 nuclei) the user manually identifies

nuclei and names them according to the canonical wild-type lineage. For subse-

quent time z-stacks, the software first performs an automatic segmentation and
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tracking step using a minimal movement algorithm and local neighborhood

search. Nuclei that do not satisfy the strict minimal movement condition (i.e.,

those that move less than their radius from t to t + 1, usually less than 5% of

nuclei), are flagged for manual curation. Nuclear divisions are also curated

manually. At each time point the correct set of nuclei is annotated, preventing

the accumulation of annotation errors. Our software does not search for nuclear

radii as an additional free parameter. Our initial manual lineaging confirmed the

initial observation (Bao et al., 2006) that all nuclei in each of the major subli-

neages (AB, C, D, E, MS, and P4) show distinct radii values that linearly decrease

with each round of division. Hence, our software prescribes nuclear radii values to

all nuclei depending on their position in the lineage. Using this semiautomated

approach it is possible to lineage essentially all nuclei up to the 1.5-fold stage (566

live nuclei, 103 cell deaths).
B. Protocol 2: Post-Embryonic Cell-Lineage Analysis
1.
 Worms to be lineaged must be in healthy, unstarved condition.
2.
 Prepare a standard slide mount agar pad (cf. Sulston and Hodgkin methods

appendix in C. elegans I). The agar should have been freshly prepared or

melted.
3.
 Using a drawn-out capillary andmouth pipette pick up theworm(s) to be lineaged

in a fewmicroliters of M9 or S basal. Deposit the larva onto the agar pad together

with a small volume of buffer. [If you are very dextrous, it is possible to do this

with a worm pick, but small larvae are very easily injured. We recommend the

mouth pipette.] Remove excess buffer by wicking with lens paper.
4.
 Using lens paper, wipe clean a small coverslip (18�18 mm OK, 12�12 mm best

but can be hard to find). Using aworm pick, smear a small amount of OP50E. coli

onto the center of the coverslip. Place the coverslip gently over the buffer + worm

so that the bacterial blob is within a couple of mm of the worm.
5.
 After 1–5 min the worm should become active and head toward the bacteria and

start browsing contentedly. Under optimal circumstances, thewormwill continue

eating for hours, with occasional bouts of movement. If the worm does not move

or begin eating within 10 min of mounting, it may be damaged.
6.
 If the worm appears healthy, trim the agar around the coverslip with a razor

blade. Seal the edges of the coverslip with immersion oil or vaseline. Some

brands of immersion oil are toxic and can interfere with long-term observation.

Vaseline works fine unless your worm swims into it or you get some on the

objective.
7.
 Find the area of interest in the animal and draw out everything you see as often as

you can, identifying nuclei by reference to the standard maps in the papers in.

With practice, multiple animals can be lineaged at a time, depending on the

complexity of the lineage being traced. It is usually best to keep one animal

per slide to avoid confusion.
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1. Troubleshooting
The joy of observing a well-behaving worm is balanced by the frustration of a

badly behaved worm that persistently heads for the edge of the agar pad, only to end

up in the immersion oil or vaseline. To avoid such frustration it is important to check

your worm frequently (every 10 min) and to learn how to recover the worm intact

from the slide mount. Practice sliding off the coverslip and getting the worm into a

buffer-drop from which you can suck it back into your capillary.

If the worm stops moving and cells lose contrast, the animal may be dying, or it

may be entering lethargus, the 1–2 h period of inactivity that precedes each molt. If

the developmental stage makes the latter explanation unlikely, there may be too

much bacteria under the slide, leading to hypoxia. The worm can be revived by

removing it from the slide (slide off the coverslip and use mouth pipette + drawn-out

capillary to retrieve theworm). Place theworm on anNGMagar plate to recover for a

few minutes, then remount.

The microscope DIC optics should be optimized (K€ohler illumination). A heat

filter must be used to prevent specimen heating under the prolonged observation.

Immersion oil should be used between the objective and coverslip and between slide

and condenser top lens. Ensure there are no bubbles or debris in the agar pad; once a

worm crawls into a bubble, it will not come out again.
VII. Discussion
Cell-lineage analysis allows rigorous definition of cell ancestries and positions,

mutant phenotypes, and gene expression patterns to single-cell resolution. The labor-

intensive nature of lineage tracing from live samples has tended to limit its popu-

larity. The recent development of automated lineage analysis promises to reduce the

effort needed for early embryonic lineage studies, but lineage tracing in later

embryos and in larvae remains a labor of love. Further computational advances

may help to return lineage studies to the center of C. elegans developmental biology.
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I. General Introduction/Background
Successful fertilization is fundamentally important to a sexually reproducing

species and requires a series of well-coordinated events including gamete activation,

recognition, signaling, adhesion, and fusion (Primakoff and Myles, 2002; Singson

et al., 2001; Wassarman, 1999). Although our current understanding of these pro-

cesses comes largely from work in marine invertebrates and vertebrate model

systems, Caenorhabditis elegans has emerged as another powerful system for fer-

tilization studies (Nishimura and L’Hernault, 2010; Singson, 2001; Singson et al.,

2008; Yamamoto et al., 2006).

Fertilization inC. elegans takes place in the spermatheca, the site of sperm storage in

the hermaphrodite. The hermaphrodite reproductive tract consists of a bilobed gonad

(Fig. 1A) in which a separate spermatheca connects each lobe to the shared uterus (the

male gonad is single-lobed [Fig. 1B]). Within the hermaphrodite gonad, both gamete

types are produced in a sequentialmanner. Spermare produced first during the last larval

stage of development and stored in the spermatheca. The gonad switches to oocyte

production in the adult hermaphrodite. Oocytes undergo meiotic maturation as they
[(Fig._1)TD$FIG]

Fig. 1 C. elegans adult gonads. (A) Hermaphrodite gonad showing general scheme of oocyte devel-

opment. (B) Male gonad showing general scheme of spermatogenesis.
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move towards the uterus and are ovulated into the spermatheca, where they immediately

contact multiple spermatozoa. Blocks to polyspermy exist, as only a single sperm

fertilizes each oocyte (Parry et al., 2009). The coordination of events leading to

sperm/oocyte contact ensures highly efficient spermutilization as virtually all functional

sperm fertilize oocytes (Kadandale and Singson, 2004; Ward and Carrel, 1979). The

hermaphrodite’s own sperm can be supplemented by mating to males; male sperm are

deposited in the uterus and immediately travel to the spermatheca to await oocyte

passage. A sperm-sensing mechanism ensures that metabolically costly oocytes are

not wasted; when hermaphrodites lack sperm, they ovulate at a very low basal level.

Conversely, the presence of sperm within the hermaphrodite spermatheca causes a

dramatic increase in ovulation rate (McCarter et al., 1999; Miller et al., 2001). After

fertilization, the zygote secretes a multilayered eggshell and begins embryonic devel-

opment. Eggs then pass through the uterus and are laid before hatching (Fig. 2).

C. elegans offers several advantages over other model systems for studying

fertilization. Although its amoeboid sperm possess neither a flagellum nor an acro-

some (Fig. 3), these sperm successfully perform the same tasks required of all

spermatozoa (e.g., migration to the fertilization site, species-specific oocyte recog-

nition, fusion). In addition, the events of fertilization can be directly observed in

living animals through the worm’s transparent cuticle (McCarter et al., 1999). It is

also possible to isolate large quantities of sperm and oocytes, though this is more

challenging to do than in some other model systems (Aroian et al., 1997; L’Hernault

and Roberts, 1995; Miller, 2006). Fertilization studies in C. elegans routinely use

molecular and genetic tools that are unavailable or difficult to use in other systems.

The complete sequencing of the worm genome and the availability of microarrays

greatly simplifies the identification and analysis of genes required for fertility

(Singson, 2001; Singson et al., 2008). Perhaps the greatest advantage of C. elegans

is the ease with which one can perform forward genetics to screen for fertilization-

defective mutants (discussed below). Such screens have identified many of these

mutants, which may be classified broadly into those mutations affecting sperm (spe

or fer mutants, for spermatogenesis or fertilization defective) and those affecting

eggs/oocytes (eggmutants). Note that the fer designation has been discontinued and

all new sperm development or function mutants are now given the spe designation.

Although the majority of characterized spe/fer mutations affect sperm develop-

ment, a subset of these mutations specifically affects sperm function (i.e., fertiliza-

tion). spe-9 class mutants, for example, produce sperm that are unable to fertilize

oocytes despite exhibiting normal morphology, motility, and gamete contact

(Chatterjee et al., 2005; Kroft et al., 2005; L’Hernault et al., 1988; Singson et al.,

1998; Xu and Sternberg, 2003). Recent studies have also uncovered egg mutations

that specifically influence fertilization and/or egg activation (Kadandale et al.,

2005b). A partial listing of characterized genes required for fertilization is given

in Table I. Many of the experimental tools and techniques discussed in this chapter

were developed for the study of these genes.

C. elegans also enables the evolutionary assessment of fertilization molecules and

can help elucidate major molecular themes. For example, EGF-repeat-containing
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molecules have been implicated in fertilization across awide evolutionary spectrum,

from HrVC70 in ascidians (Sawada et al., 2004) to SPE-9 in worms (Singson et al.,

1998) and SED-1 in mammals (Ensslin and Shur, 2003).

In this chapter, we introduce the major experimental approaches/implications to

consider when usingC. elegans to study fertilization. A general scheme for the study

of sterility mutants in C. elegans is presented in Fig. 4. Detailed protocols can be

found in the original literature and in L’Hernault and Roberts (1995).
[(Fig._2)TD$FIG]

Fig. 2 Examples of the sterile phenotypes observedwhen fertilization or proper egg activation does not

occur. (A) In wild-type hermaphrodites, embryos (black arrows) can be observed developing in the uterus.

(B) Oblong shelled embryos (black arrows) are laid at the 50+ cell stage and ultimately hatch into larvae

(white arrow). (C) In sterilemutants (e.g., spe-9(hc52) shown here) unfertilized oocytes (black arrows) are

seen in the uterus. (D) These soft, flattened, and opaque unfertilized oocytes (black arrows) are also laid.

(E) Egg-activation mutants (e.g., spe-11(hc77) shown here) lay more rounded thinly shelled eggs or

‘‘pebbles’’ (black arrows) that neither develop nor hatch.



Table I
Genes required for fertilization and egg activation in C. elegans.

Gene Protein Localization Reference

Fertilization

spe-9 Single-pass transmembrane

protein with 10 EGF repeats

Spermatozoa

Pseudopod

Singson et al. (1998)

spe-38 Novel four-pass integral

membrane protein

Spermatozoa

Pseudopod

Chatterjee et al. (2005)

spe-41/trp-3 TRPC channel subunit Spermatozoa plasma membrane Xu and Sternberg (2003)

spe-42 Novel seven-pass integral

membrane protein

Unknown Kroft et al. (2005)

egg-1/2 Type-II transmembrane protein

with LDL-receptor repeats

Oocyte plasma membrane Kadandale et al. (2005b)

Egg activation

spe-11 Soluble protein Perinuclear in sperm Browning and Strome (1996)

egg-3 Protein tyrosine phosphatase-

like (PTPL)

Oocyte cortex Maruyama et al. (2007)

egg-4/5 Protein tyrosine phosphatase-

like (PTPL)

Oocyte cortex Parry et al. (2009)

[(Fig._3)TD$FIG]

Fig. 3 Gamete morphology. (A) In vitro pronase-activated male-derived sperm. (B) Hermaphrodite

dissection showing relative size of in vivo activated sperm and oocyte. The oocyte (black arrow) is

approximately 160 times the volume of the sperm (white arrow). Bars = 10 mm
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Fig. 4 A general scheme for working with C. elegans sterility mutants. Once the general class of

mutant is determined (spe or egg) by crossing a new sterile hermaphrodite to wild-type males, one can

begin to assess whether the gene is specifically for fertilization, or more generally for gamete develop-

ment. See text for information regarding specific tests.
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II. Finding Sterile Mutants
A major advantage of using C. elegans for fertilization study is the ability to use

forward genetic screens to isolate fertility mutants. Mutant screening inC. elegans is

typically carried out using ethyl methane sulphonate (EMS) to induce mutations in

the germ line of wild-type hermaphrodites. In the subsequent F2 generation, homo-

zygous mutants are screened for the phenotype of interest (L’Hernault et al., 1988).

Using standard concentrations of EMS, investigators can expect to find one null

mutation per 2000 gene copies examined (Jorgensen and Mango, 2002) and approx-

imately one in every 30 F2 generation animals will display a Spe phenotype

(S. L’Hernault, personal communication).

The power of these genetic screens lies in the ability to isolate mutations in sperm-

specific genes by simply selecting hermaphrodites that are self-sterile but whose

oocytes can be still be fertilized by wild-type male sperm (Fig. 5). More than 60

sperm-specific mutants have been identified this way, enabling the genetic delinea-

tion of sperm development and function pathways (L’Hernault et al., 1988;

L’Hernault, 1997, 2006; Nishimura and L’Hernault, 2010).C. elegans is particularly

amenable to such sperm-specific screens because they can be carried out with

hermaphrodites (rather than in males as in gonochoristic systems such as mice or

flies) and thus remain independent of confounding issues such as male mating

behavior or secondary sex characteristics (L’Hernault et al., 1988; Lessard et al.,

2004; Wakimoto et al., 2004).

Genetic screens for conditional egg-sterile mutants have likewise yielded many

interesting candidate genes (G. Singaravelu, D. Shakes, and A. Singson, unpub-

lished). These conditional screens are especially useful for the isolation of fertility

mutants as they allow the propagation of homozygous mutations in fertility genes.

Isolating egg-sterile mutants in standard nonconditional F2 screens requires consid-

erably more work since progeny cannot be recovered from homozygous egg-sterile

mutants. As a result, the mutant chromosome must be recovered from heterozygous

siblings.

Conditional fertility screens are similar to the conditional maternal effect lethal

(mel) screens conducted in C. elegans (Jorgensen and Mango, 2002; O’Connell

et al., 1998). In a typical mel screen, worms with a pre-existing mutation that blocks

normal egg-laying are mutagenized, and the uteri of the resulting F2 hermaphrodites

are examined for the presence of dead F3 progeny. The screen is first carried out at

25 �C, and any F2 animals that are filled with dead F3 embryos are subsequently

shifted to 16 �C to recover homozygous temperature-sensitive (ts) mutants. This

same screen can bemodified to isolate fertility mutants simply by looking for worms

containing unfertilized oocytes rather than dead embryos. Oocytes that have been

fertilized and have successfully completed egg-activation encase themselves in a

rigid eggshell (Fig. 2A, B). Oocytes that remain unfertilized or that have defects in

egg-activation lack this shell and are visibly distinct (the phenotype known as

‘‘squashy,’’ ‘‘mushy,’’ or ‘‘ugly brown mels’’) (Fig. 2C, D). Because such ‘‘squashy’’

oocytes were routinely discarded in most large-scalemel screens, it is likely that new



[(Fig._5)TD$FIG]

Fig. 5 Common schemes for themaintenance/propagation of sterilemutations inC. elegans. (A)Wild-

type strain propagation. (B) Sterility mutant propagation. (C) Conditional sterility mutant propagation.

(D) Sibling selection for nonconditional sterility mutants. (E) Marked strain selection. (F)

Chromosomally balanced strains. (G) Transgene/free duplication-balanced strains. See text for details.
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screens that focus specifically on this phenotype can identify many new fertility

genes (G. Singaravelu, D. Shakes, and A. Singson, unpublished).

The ts alleles isolated in conditional screens can be used to determine the temporal

requirements for a given protein’s function or synthesis, and their availability can

greatly simplify genetic manipulations (L’Hernault et al., 1988; Putiri et al., 2004).

However, although their phenotypes may represent a wide range of severities, ts

alleles are rarely amorphic (null) and investigators must therefore be cautious when

relying on them to make inferences about gene functions/interactions. Null pheno-

types are best defined using molecularly verified amorphic mutants.

Reverse genetic methods may also be used to study the function of fertility genes

(Geldziler et al., 2004). Microarray analysis in C. elegans has helped identify numer-

ous candidates for reverse genetic approaches; 1343 spermatogenesis-enriched and

1652 oogenesis-enriched genes were initially identified (Reinke et al., 2004), and

subsequent studies have built on to this original list (Reinke and Cutter, 2009).Many

of these genes may function in the events of fertilization.

RNAi is often used as a quick, loss-of-function, reverse genetic approach (Kamath

and Ahringer, 2003; Maeda et al., 2001) (also see chapter by Cipriani and Piano).

Injecting, feeding, or soaking worms to introduce dsRNA can systemically trigger

gene-specific silencing in both the treated animal and its F1 progeny (Fire et al.,

1998; Kamath and Ahringer, 2003; Timmons and Fire, 1998; Timmons et al., 2001).

RNAi has been successfully used to study C. elegans genes with early sperm or

oocyte development functions (Sumiyoshi et al., 2002), but most C. elegans sperm

genes have proven refractory to this method for unknown reasons (Geldziler et al.,

2004). Consequently, RNAi has not been a productive method for studying gene

candidates with fertilization functions, and systematic RNAi screens have undoubt-

edly failed to identify many key molecules required for spermatogenesis and sperm

function. Nevertheless, injection and soaking-based RNAi approaches may be useful

in identifying at least some egg-sterile mutants (Kadandale et al., 2005b; Maeda

et al., 2001).

RNAi and similar knockdown methods are relatively easy ways to assess gene

function, but RNAi-induced phenotypes are not genetic mutations and therefore

require careful interpretation. Genes differ greatly in the extent to which they can be

functionally reduced by RNAi; RNAi phenotypes range from no effect to total loss of

function. RNAi phenotypes are also highly sensitive to experimental subtleties such

as genetic background and exposure method, time, and temperature. For instance,

the effective RNAi knockdown of the egg-1 and egg-2 genes requires injection or

soaking treatment at 25 �C to see a complete fertilization defect (Kadandale et al.,

2005b; Lee and Schedl, 2001; Maeda et al., 2001). Feeding RNAi yields only

incomplete knockdown phenotypes at best. Such variability can confound analyses

and makes proper controls critically important.

Since RNAimethods do not provide actual germ linemutations, other methods are

required for further genetic studies/manipulations (Liu et al., 1999). Deletion library

screening is one technique used extensively in C. elegans as a powerful large-scale

method for deriving true knockout mutations in target genes known only via their
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sequence (Jansen et al., 1997). Pools of mutagenized worms are split for long-term

viable freezing and DNA extraction. The DNA pools are then screened for deletions

in the gene of interest via PCR and populations containing such deletions are

sequentially subdivided to isolate a pure strain homozygous for the deletion. Such

a strategy was used to demonstrate an essential role for various genes in fertilization

(Kadandale et al., 2005b; Parry et al., 2009; Xu and Sternberg, 2003). Newmethods

for gene knockout based on DNA transposition will also be important for generating

fertility gene mutations (see chapter by Robert and Bessereau).
III. Maintaining Sterile Mutants
Once sterilitymutations have been generated and identified it becomes necessary to

maintain them. Nonconditional recessive spe hermaphrodites cannot be maintained as

self-fertile homozygotes, but the mutant chromosome can be propagated by crossing

spe hermaphroditeswithwild-typemales. These crosses are referred to in the literature

variously as ‘‘rescue,’’ propagation, complementation, ormaintenance crosses (Fig. 5).

Since these maintenance crosses are nothing more than standard genetic backcrosses

(Fig. 5B), many spe mutant strains have been cleared of extraneous mutations.

Nonconditional egg-sterile mutants cannot be complemented by mating, however,

andmust bemaintained using labor-intensive ‘‘sib selection’’ (Fig. 5D) prior to genetic

balancing (see below); the mutation of interest is recovered from a heterozygous

sibling of the homozygous sterile mutant. Since sibling heterozygotes are often

phenotypically wild-type, worms must be individually plated and followed for the

segregation of sterile progeny to assure the correct genotype and maintain the strain.

This must be done with each generation.

Because fertile males are required to maintain sperm-sterile mutants as described

above, a ready supply is essential. In C. elegans, males naturally arise at too low a

frequency (1 in 1000, due to nondisjunction of the X chromosome) to be useful for

this purpose (although heat shocking hermaphrodites at 25–30 �C for >6 h will

increase this frequency) (Hodgkin, 1999). Consequently, many researchers keep

daily matings of wild-type worms (which generate 50% male progeny) to ensure a

sufficient quantity (Fig. 5A). Alternatively, specific him (high incidence of males)

strains may be used (Hodgkin, 1997). These mutants show increased X chromosome

loss and therefore generate many males. him-3, him-5, and him-8 do not affect

spermatogenesis and are routinely used for this purpose (Nelson and Ward, 1980;

Zannoni et al., 2003). They do affect chromosome number and ploidy, however, so

their use must be monitored to ensure they are not affecting the original function/

process-of-interest. Although these are the most widely used methods for obtaining

males, other methods such as heat-shock, ethanol treatment, and RNAi against him

genes can generate males for crossing (Fay, 2006; Hodgkin, 1999).

Maintaining sterile strains as heterozygotes is tedious and requires manual selec-

tion, making it impractical for large-scale operations. Fortunately, a variety of

genetic balancers allowmutants of interest to be maintained and propagated without
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manual manipulation (Fig. 5 E–G). We will only briefly mention genetic balancers

here, referring the reader to Chapter 7 in the previous edition of this text and the

chapter by Jones et al. in this edition for a more thorough discussion (Edgley et al.,

1995).

Many types of balancers can be used to maintain sterile mutations, including

chromosomal rearrangements (translocations, duplications, and inversions) and

transgenes specifically constructed for this purpose. Regardless of type, all good

balancers used for existing strain maintenance share common characteristics; het-

erozygotes (or transgene-containing animals) must be viable and fertile as well as

have a unique, easy-to-score phenotype or mutations that effectively eliminate

homozygote balancers from the population (see chapter by Jones et al.)

(Edgley et al., 1995).

When working with fundamental processes such as fertility, one must take care to

ensure that balanced strains are not lost. Fertility is highly selected, and any rever-

sions or mutations conferring a fertility advantage will quickly take over a stock.

Further, we have observed weakly fertile stocks become more fertile over many

generations (I. Chatterjee and A. Singson, unpublished). Conversely, spontaneous

mutations that further negatively affect fertility may arise in the balancer strains,

confounding analyses. In addition, balancers themselves can occasionally stop func-

tioning to DNA rearrangements, resulting in the loss of balancing. Therefore, it is

very important to carefully monitor balanced strains and to keep frozen stocks soon

after their construction.

DNA injected into the worm gonad can form heritable extrachromosomal arrays

(Mello and Fire, 1995) that can be used to balance mutations. Because these bal-

ancing transgenes can often be lost, mosaic animals can be studied to determine

whether a given sterile gene is required in the germ line for its action. For example,

spe-19 is maintained via an extrachromosomal balancing array that also contains a

GFP marker (myo3::gfp, which expresses in body wall muscle) (Geldziler et al.,

2005). Studies of mosaic (glowing sterile and nonglowing fertile) animals revealed

that glowing Spe animals failed to carry the transgene in the germ line while rare

nonglowing fertile animals sired glowing progeny (and therefore contained the

transgene in the germ line). These results strongly suggest that spe-19 is required

in the germ line for function, but do not rule out an additional requirement in somatic

tissue. Note that transgene expression is often repressed in the germ line (so-called

‘‘germ line silencing’’), somewhat limiting the usefulness of this type of analysis for

fertility study (Putiri et al., 2004).

Maintenance of spe-8 mutations provides another balancer example. Using the

free duplication sDp2 which contains wild-type copies of both dpy-5 and spe-8, the

strain is maintained as a homozygous spe-8 dpy-5 double mutant and affords an easy

visual assay for the spe-8 mutation. Animals complemented by the duplication are

phenotypically wild-type; animals that do not contain the duplication are Spe and

Dpy (Edgley et al., 2006; Singson et al., 1999).

Of course, many sterile mutations are conditional and do not require balancers.

Temperature-sensitive (ts) alleles of many sterility genes (both sperm and egg) exist



354 Brian D. Geldziler et al.
or can be generated by appropriate screening strategies (Kadandale et al., 2005a;

L’Hernault et al., 1988; Putiri et al., 2004). Although, by definition, ts sterility alleles

produce progeny at the permissive temperature, the fertility of these strains may not

be as robust as in wild-type animals; they are sometimes leaky, giving low brood

sizes at the permissive temperature.

In some instances, sterile mutants can be stably maintained as homozygotes

through mating because their mutant phenotype is sex-specific. All members of the

spe-8 class of genes, for example, are specifically required for hermaphrodite sper-

miogenesis (Geldziler et al., 2005; L’Hernault, 1997; Shakes and Ward, 1989).

However because the mutant males are fertile, homozygous populations can be

maintained simply by crossing mutant males to mutant hermaphrodites. Mutants with

male-specific spermatogenesis-defects also exist (Stanfield and Villeneuve, 2006).

Although ideal for maintaining mutant populations, these types of sex-specific sterile

mutations are rare.
IV. Fecundity Analysis
Once mutant strains of interest have been isolated, outcrossed, and genetically

stabilized, they can be characterized in detail. Quantifying fertility using brood

analysis, for example, is of fundamental importance for determining a mutation’s

functional severity. In hermaphrodites, this is done by allowing individually plated

wild-type and mutant L4 animals to self-fertilize and then counting, averaging, and

comparing the numbers of eggs/oocytes laid. In practice, eggs/oocytes are usually

counted daily while the hermaphrodite is moved to a new plate to facilitate counting

the next day’s totals. Animals are typically transferred to new plates until no new

eggs/oocytes are laid within a 24 h period. Alternatively, the eggs/oocytes may be

removed each day to avoid damaging delicate mutants via unnecessary manipula-

tions. Brood sizes may also be examined over shorter time periods (an approach that

is less traumatic for the worm and less labor intensive for the investigator). The total

number of lifetime progeny can be assessed using the ‘‘mate to death’’ assay (Kimble

and Ward, 1988); the daily introduction of new males constantly replenishes the

experimental hermaphrodite’s sperm supply. Brood results are most usefully

expressed as the percentage of wild-type numbers; absolute numbers are less infor-

mative due to the wide variation in actual brood sizes among animals resulting from

unknown or difficult-to-control factors. In studies of maternal-effect lethal mutants,

quantitative assessments of fertility should include the percentage hatched as well as

distinct categories for non/weak-shelled ‘‘oocytes’’ (oocyte or egg steriles), hard-

shelled dead embryos, and viable larvae (Fig. 2).

Male fertility is typically assessed by crossing mutant males to marked strains and

counting the number of outcrossed (wild-type looking) progeny. dpy-5 is often used

as a marker as it is easily scorable, but any easily identified recessive morphological

marker will suffice. Another method obviates marked strains; one simply counts the

number of F1 males and multiplies by two, since males sire 50% male progeny.
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Markers/mutations may affect male mating behavior/efficiency; some him mutants,

for example, have smaller broods than wild-type animals due to aneuploidy, and

almost all morphologically marked males have at least partially compromised mat-

ing efficiencies (Hodgkin, 1997). Mating behavior/efficiency issues must therefore

be distinguished from fertility issues when assessing overall fecundity.

Minimizing brood size variability due to environmental and genetic factors is

important. Because fertility is age dependent, age-matched wild-type controls are

essential. Nutritional effects can be minimized by using growth plates made at the

same time and seeded from the same bacterial culture. Any plate contamination will

complicate oocyte counts. For consistency of measurements, a single investigator

should collect all data and proper statistical analysis must be performed to determine

the significance of observed differences between groups.When assessing transgenic

lines, it is important to remember that transgenic worms frequently produce smaller

broods due to the unrelated effects of germ line silencing (Putiri et al., 2004). The

brood sizes of several different lines should be assessed as individual transgenic

arrays frequently exhibit distinct levels of expression.

Directionality to spermmigration has been observed; sperm sometimes move to a

single spermatheca rather than both, resulting in amated Spe hermaphrodite laying a

mix of eggs and unfertilized oocytes. If this is seen, the hermaphrodite should be

examined to determine whether sperm are differentially localized in this manner.
V. Ovulation/Ovulation Rates
Ovulation levels/rates are closely related to overall brood sizes and can be used to

differentiate Spe mutant classes. Meiotic maturation/ovulation is stimulated by a

sperm-derived signal: the major sperm protein (MSP) (Kosinski et al., 2005; Miller

et al., 2001). On an average, sperm-containing wild-type hermaphrodites ovulate

approximately 2.5 times per gonad arm per hour, while fog-2 females (which lack

sperm) ovulate only 0.09 times per gonad arm per hour (McCarter et al., 1999;Miller

et al., 2003). Consequently, ovulation rates can be used to indirectly assess the

presence of spermatids/spermatozoa. The ovulation rates of spermatocyte-arrest

Spe mutants are significantly lower than those of Spe mutants whose genes affect

spermiogenesis/sperm function (Kadandale and Singson, 2004; Singson et al.,

1998). Presumably only the spermatid/spermatozoa-producing Spe mutants have

the ability to produce and respond to the MSP signal and ovulation rates have been

used to distinguish spe mutant classes (Chatterjee et al., 2005; Singson et al., 1998,

2008).

Measurement of ovulation rates can be made in several ways. Paralyzed or anes-

thetized animals can be directly observed under a compound microscope using time-

lapse video, for example (McCarter et al., 1999; Ward and Carrel, 1979), or one can

use a dissecting scope to count oocytes on single worm plates at set time intervals

(Kadandale and Singson, 2004; Miller et al., 2003). Reproducible plate counts

require fresh uncontaminated bacterial lawns but are less traumatic for the worms
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and yield results comparable to the more labor-intensive direct observations. In

either method, age-matched controls are absolutely essential because the rate-lim-

iting factor for ovulation rate changes with age; for young adults, it is oocyte growth

(Miller et al., 2003) while for older animals it is sperm. As with brood assessments,

relative differences are more important than absolute numbers, and appropriate

statistical analysis is mandatory.

Ovulation rates can be measured in either self-crossed or male-mated hermaph-

rodites. Self-crossed hermaphrodites are easier to use but if they become sperm-

depleted during the course of the assay, their ovulation rates will decrease over time

and result in lower overall averages unrelated to the mutant-of-interest. To avoid

sperm-depletion effects, mutant hermaphrodites may be plated with wild-type males

to maintain nonbasal ovulation rates for the duration of the assay. Conversely, the

ability of mutant sperm to induce ovulation can be assessed by measuring the

ovulation rates of fem or fog ‘‘females’’ crossed with mutant males.

Many ovulation-defective mutants exhibit a secondary phenotype whereby

oocytes undergo multiple rounds of DNA synthesis to become polyploid

(Iwasaki et al., 1996). The location of these endomitotic (EMO) oocytes offers clues

to the nature of the mutation; EMO oocytes in the gonad arm suggest spermathecal

and/or ovulation defects while EMO oocytes in the uterus suggest defects in fertil-

ization itself or in egg activation following sperm entry. Note that in the absence of

sperm, wild-type hermaphrodites also produce EMO oocytes in their uterus (Ward

and Carrel, 1979).
VI. Spermatogenesis
In C. elegans, gametogenesis and early spermatogenesis occur in a linear pro-

gression along the length of the tube-like gonad (Fig. 6, but also see Fig. 1). After
[(Fig._6)TD$FIG]

Fig. 6 Spermatogenesis in C. elegans. Major developmental stages are indicated.
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leaving the distal mitotic zone, germ cells simultaneously enter meiosis and become

committed to spermatogenesis (Jaramillo-Lambert et al., 2007). After homolog

pairing, they then enter an extended period of pachytene. By mid to late pachytene,

sperm-specific proteins begin to accumulate within the developing spermatocytes.

As the most proximal spermatocytes exit pachytene, synaptonemal complexes

between the paired homologs disassemble. Then global transcription ceases as the

chromatin fully condenses and the spermatocytes enter a distinctive karyosome

stage during which the chromosomes come together in a single mass within the

still-intact nuclear envelope (Shakes et al., 2009). Throughout this initial phase of

spermatogenesis, the germ-cell nuclei are only partially encased within cellular

membranes as the individual spermatocytes are syncytially connected to a common

central cytoplasmic core called the rachis. Spermatocytes transition to the meiotic

division stage of spermatogenesis as individual spermatocytes then detach from this

rachis and their microtubule organization switches from a network to a centrosome-

based pattern (Shakes et al., 2009).

During the first meiotic division, 1� spermatocytes undergo a symmetrical, actin-

based (and sometimes incomplete) division to form two 2� spermatocytes. The

second round of meiotic chromosome segregation rapidly follows. Anaphase II is

followed by the transient formation of a shallow cleavage furrow, but this furrow

rapidly regresses. Cellular components unnecessary for subsequent sperm formation

accumulate in a central residual body whereas individual spermatids bud and detach

from this residual body using poorly understood, non-actin-based mechanisms of

division (Shakes et al., 2009; Ward et al., 1981). Once spermatids detach from the

residual body, they undergo a rapid maturation process that includes final compac-

tion of the sperm chromatin, release of MSP from a paracrystalline assembly known

as the fibrous body into the cytosol, and docking of the sperm-specific ‘‘membra-

nous organelles (MOs)’’ with the plasmamembrane (Shakes et al., 2009;Ward et al.,

1981).

Although some investigators are beginning to include both residual body forma-

tion and initial events of spermatid maturation as part of ‘‘spermiogenesis’’

(Wu et al., 2010), within the C. elegans literature, spermiogenesis is most frequently

defined as the subsequent dramatic morphogenesis of spherical, sessile spermatids

into amoeboid, motile, fertilization-competent spermatozoa (Shakes and Ward,

1989). Cellular changes include plasma membrane flow to the site of the newly

developing pseudopod, fusion of caveolae-like MOs to the cell body plasma mem-

brane, and the formation of a dynamic MSP pseudopod cytoskeleton. The entire

transition takes less than 10 min, and the formation of filopodia-like spikes precedes

the formation of fullymotile pseudopods (Shakes andWard, 1989; Singaravelu et al.,

2011). For male-derived spermatids, spermiogenesis occurs after ejaculation. For

hermaphrodite-derived spermatids, the process begins as they are pushed into the

spermatheca with the passage of the first oocyte (Singson, 2006). In males, prema-

ture spermiogenesis is actively repressed by a protease inhibitor known as SWM-1

(Stanfield and Villeneuve, 2006). Unlike many other examples of morphogenetic

change, C. elegans spermiogenesis occurs without actin/tubulin cytoskeleton
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regulation or new protein synthesis; ribosomes, actin, and tubulin are all discarded

during the spermatid budding division.

It is important to distinguish between sperm function mutants (which affect

fertilization directly via defects in sperm–egg interaction) and sperm development

mutants (which affect the process only indirectly via defects in sperm morpho-

genesis or motility). Sperm development itself can be quickly assessed in micro-

scope preparations of dissected worms. To study early spermatogenesis, ‘‘sperm

squashes’’ are made: males are placed in sperm buffer and dissected at the

pharynx–intestine junction. A coverslip is used to press the gonad into a mono-

layer of spermatocytes and spermatids that are then examined using DIC micros-

copy for spermatid number, shape, and size. Lipid-soluble dyes such as Hoechst

33342 may be included to detect DNAvia epifluorescence, although UVexposure

causes the cells to deteriorate rapidly. For further analysis, one can quick freeze

these sperm squash preparations on dry ice, remove the coverslip, and prepare the

sample for immunofluorescence (for more details see the ‘‘Immunofluorescence’’

chapter in this volume by Shakes et al., 2009). Useful markers for the general

staging of spermatogenesis include combinations of DAPI (DNA) with antibodies

against a-tubulin (Sigma FITC-labeled DM1A), phosphorylated histone H3

(Ser10) (Upstate Biotechnology), and/or MSP (Developmental Studies

Hybridoma Bank).

Spermatocytes/spermatids can be easily isolated from males, but naturally acti-

vated spermatozoa must usually be isolated from the gonads of mated hermaphro-

dites (Chatterjee et al., 2005). The isolation of in vivo activated spermatozoa directly

from self-fertile hermaphrodites is substantially more challenging as hermaphrodite

spermatozoa are 50% smaller (Geldziler et al., 2006; LaMunyon and Ward, 1998)

and significantly less numerous.

Spermiogenesis may also be assessed in vitro via the addition of known activators

to sperm media before worm dissection. Pronase (a nonspecific collection of pro-

teases) can be used to examine activation using light microscopy, but other choices

such as monesin (a cationic ionophore) or triethanolamine (a compound affecting

intracellular pH) are more appropriate for studies using immunofluorescence

(Chatterjee et al., 2005; Roberts et al., 1986; Singaravelu et al., 2011; Zannoni

et al., 2003).
VII. Sperm Migratory Behavior/Tracking
For successful C. elegans fertilization, male-derived spermatozoa must first

migrate from the vulva (the site of insemination) to the spermatheca. Sperm (regard-

less of derivation) must then remain there, either by firmly attaching themselves to

the spermathecawall or by crawling back if dislodged by passing oocytes. Defects in

hermaphrodite sperm retention can be assessed by comparing the number of sperm

in whole-mount, DAPI-stained young adult hermaphrodites immediately before

egg-laying with that of slightly older siblings that have already begun laying eggs
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(L’Hernault et al., 1988). The morphology of DAPI-stained sperm nuclei is quite

distinctive and can be easily scored within the spermatheca and uterus. Alternatively,

the hermaphrodite gonad can be directly observed using DIC microscopy and time-

lapse photography. Animals can be dissected on glass microscope slides or anesthe-

tized on agar pads to study sperm number and morphology. It can be challenging,

however, to follow the four-dimensional movements of an individual spermatozoon

using DIC optics alone.

Fluorescent methods for sperm-tracking experiments include the use of Nile Blue

(Ward and Carrel, 1979), SYTO17 (Hill and L’Hernault, 2001; Singson et al., 1998),

or MITO tracker (Kubagawa et al., 2006; Stanfield and Villeneuve, 2006). Males are

labeled by soaking them in a dye-containing solution and are thenmated to unlabeled

hermaphrodites. These hermaphrodites are subsequently anesthetized and examined

via fluorescent microscopy for the presence and location of sperm.

Care must be taken to ensure that the fluorescent dye used does not adversely

affect the process/function under study. The use of mutant hermaphrodites with

reduced gut autofluorescence (such as daf-4 or glo-1) facilitates the identification

of male-derived sperm within the female reproductive tract (Artal-Sanz et al., 2003;

Kroft et al., 2005; Hill and L’Hernault, 2001).
VIII. Sperm Competition
Although hermaphrodite self-fertilization is the primary mode of C. elegans

reproduction, mated hermaphrodites produce predominantly outcrossed progeny

because of the competitive superiority of male-derived sperm (termed ‘‘sperm

competition’’). This phenomenon is a primary reason that C. elegans is such a

powerful genetic system. The transition towards outcross progeny typically occurs

within 1 day after male-introduction; by day two, progeny are almost exclusively

outcrossed (LaMunyon and Ward, 1995, 1997, 1998, 1999; Singson et al., 1999;

Ward and Carrel, 1979). Sperm competition is independent of the ability to fertilize;

the sperm of fertilization-defective C. elegans mutants can effectively outcompete

hermaphrodite sperm, reducing the self-fertility of these mated hermaphrodites

(Singson et al., 1999). The dominance of male-derived sperm may be partially

due to size; C. elegans male-derived sperm are approximately 50% larger than

hermaphrodite-derived sperm, move faster, and are thought to displace them from

the distal end of the spermatheca (LaMunyon andWard, 1998). However, size per se

cannot be the complete explanation, asC. remaneimale-derived sperm do not reduce

self-fertility in mated C. elegans hermaphrodites, despite being two times larger in

diameter (Hill and L’Hernault, 2001). C. elegans hermaphrodites may also have an

independent mechanism for actively selecting functional sperm (Kadandale and

Singson, 2004).

Sequential mating experiments with multiple males suggest sperm competition in

C. elegans is limited to males versus hermaphrodites. This is perhaps not surprising

given that in wild populations male sperm are more likely to encounter
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hermaphrodite sperm within the spermatheca than sperm from another male

(LaMunyon and Ward, 1999).

The competitive ability of male-derived sperm has useful implications for the

study of sterile mutants in C. elegans. To be competitive, the males themselves must

successfully mate and transfer sperm to the hermaphrodite while their sperm must

have successfully completed in vivo spermiogenesis, becomemotile, andmigrated to

the spermatheca. Sperm competition assays are therefore valuable tools for the

characterization of sterile mutations in C. elegans, but these assumptions should

be confirmed via other direct means (such as the sperm tracking methods described

above). In a typical experiment, morphologically marked L4 hermaphrodites (e.g.

dpy-5) are crossed with unmarked mutant males. The numbers of outcrossed (Non-

Dpy) and selfed (Dpy) progeny are counted, and the percentage self-progeny is

recorded (Chatterjee et al., 2005; Geldziler et al., 2005; Kroft et al., 2005;

Singson et al., 1999; Xu and Sternberg, 2003).

In addition to unmated hermaphrodite and wild-type male controls, only healthy

and age-matched worms should be used as male mating behavior and efficiencymay

be affected by age and overall health. To minimize variations in the microenviron-

ment, all crosses should be done concurrently using the same food batch and

incubator.
IX. Oogenesis and Oocyte Maturation
The earliest stages of oocyte and sperm development are indistinguishable in

C. elegans hermaphrodites; a common pool of germ cells gives rise to both gamete

types (Fig. 1). During oogenesis, the most proximal pachytene nuclei are induced to

exit their arrest by a localized MAPK-mediated signal (Church et al., 1995). They

then undergo programmed cell death or begin the late stage of oocyte growth and

differentiation (Gumienny et al., 1999). This developmental switch is partly regu-

lated by GLD-1, which localizes to the pachytene region of the germ line where it

actively represses the expression of late-stage oocyte differentiation markers (Lee

and Schedl, 2001). As nonapoptotic presumptive oocytes then pass through the loop

region, they progress from diplotene to diakinesis. During this phase, they rapidly

enlargewhile remaining connected to a progressively narrowing rachis. In wild-type

hermaphrodites only the most proximal oocytes are fully cellularized, and only the

most proximal oocyte undergoes oocyte maturation.

A variety of cell cycle and differentiation markers are available to check the

developmental progression of proximal oocytes for those egg-sterile mutants that

may have defects in late-stage oocyte differentiation. In the early stages of this post-

loop differentiation process, wild-type oocytes begin to express two proteins whose

levels continuously increase during oocyte development – OMA-1 (Detwiler et al.,

2001; Lin, 2003) and the yolk protein receptor RME-2 (Grant and Hirsh, 1999). The

uptake of intestinally synthesized yolk proteins can also be visualized using the

vitellegenin GFP strain YP170::GFP (Grant and Hirsh, 1999).
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As oocytes progress closer to the spermatheca, they can be distinguished by their

temporal response to the MSP maturation signal provided by sperm in the sperma-

theca (McCarter et al., 1999; Miller et al., 2003). Approximately every 23 min, the

most proximal oocyte in the gonad undergoesmeiotic maturation in response toMSP

via VAB-1, an Eph receptor protein tyrosine kinase (McCarter et al., 1999; Miller

et al., 2003). This progressive response can be monitored using antibodies against

activated MAPK (MAPK-YT) and Ser10 phosphohistone H3 (Hsu et al., 2000;

Miller et al., 2001).

Maturation promoting factor (MPF) is necessary for allowing the oocyte to

progress from mitotic division to metaphase I of the first meiosis (Burrows et al.,

2006; Schmitt and Nebreda, 2002). MPF is a complex of a cyclin-dependent kinase

(Cdk1) and cyclin B and the activity of this complex is inhibited by WEE-1.3

(Burrows et al., 2006; Doree and Hunt, 2002). MPF promotes a progression of

events beginning as early as in the -3 oocyte (the third oocyte proximal to the

spermatheca). One of the earliest events is the phosphorylation of serine 10 on

histone H3 (Burrows et al., 2006). The subsequent sequence of events occur pri-

marily in the -1 oocytes and can be visualized using DIC microscopy. These include

the disappearance of the nucleolus, migration of the nucleus to the distal side of the

oocyte, nuclear envelope breakdown, and rounding of the oocyte (McCarter et al.,

1999). Other events including entry into metaphase I of meiosis and formation of the

meiosis I spindle can be assessed in strains that include expression constructs with

GFP:His2B and GFP:tubulin to visualize the chromatin and microtubule structures

(McNally et al., 2006; Tenenhaus et al., 2001). The anaphase-promoting complex

subsequently promotes the rotation of the meiotic spindle and the metaphase to

anaphase transition (McNally and McNally, 2005).
X. Assessing Fertilization and Egg Activation in Egg-Sterile
Mutants
The oocyte enters the spermatheca in metaphase I of the first meiotic division and

meiotic resumption and fertilization occur concurrently (McNally and McNally,

2005; Ward and Carrel, 1979). As the oocyte enters the spermatheca, the meiosis

I spindle assembles into a pentagonal array of chromosomes. Next, the DNA is

translocated to the cortex, the spindle then rotates perpendicular to the cortex, and

the chromosomes begin to separate (Albertson and Thomson, 1993; McNally and

McNally, 2005). If fertilization occurs, the cell will proceed through anaphase I

and half of the chromosomes will be deposited into the first polar body (McNally

and McNally, 2005). The oocyte chromosomes subsequently undergo the second

meiotic division and a second polar body is extruded. Finally, pronuclei form

around both the maternal and paternal chromatin (McNally and McNally, 2005;

Sadler and Shakes, 2000).

In addition to triggering meiotic resumption, the newly fertilized egg undergoes a

number of changes that are necessary for proper egg activation and embryo
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development. These include the activation and/or degradation of selected maternal

mRNAs and proteins, release of cortical granules (CGs), secretion of a chitinous

eggshell, and the mounting a membrane block to polyspermy to prevent fertilization

by a second sperm (Horner andWolfner, 2008;Marcello and Singson, 2010; Singson

et al., 2008; Stitzel et al., 2007). If all of these processes are coordinated and

completed properly, the embryo will develop as it passes through the uterus and is

eventually laid at approximately the 30-cell stage (Ringstad and Horvitz, 2008;

Singson et al., 2008).

In mutagenesis or RNAi screens, egg-sterile animals (egg) with defects in either

sperm–egg fusion or egg activation are identified in the same way as spe mutants.

Animals are screened for mutants that lay ‘‘eggs’’ that either possess weak, osmot-

ically sensitive eggshells (Fig. 2E) or lack eggshells altogether (Fig. 2D). To distin-

guish egg-activation defect mutants from fertilization defective mutants, DAPI

staining can be used to score young meiotic stage ‘‘eggs’’ within the spermatheca

or uterus for the presence of sperm chromatin (sperm entry) (Fig. 7).

If mutant oocytes remain unfertilized, they will lack both a sperm chromatin mass

and meiotic polar bodies (McNally and McNally, 2005) (Fig. 7B). In unfertilized

oocytes, the maternal chromosomes initiate the meiotic divisions and reach ana-

phase I but the resulting anaphase chromosome masses subsequently decondense to

form two distinct pronuclei. These unfertilized oocytes fail to form polar bodies or

attempt the second meiotic division (McNally and McNally, 2005). During the

subsequent rounds of endomitotic cell cycling they form a single, large, polyploid

DNAmass (Chatterjee et al., 2005; Doniach and Hodgkin, 1984; Miller et al., 2003)

(Fig. 7C).
[(Fig._7)TD$FIG]

Fig. 7 DAPI-stained dissected oocytes. (A) Newly fertilized oocyte with both oocyte DNA and a

visible sperm chromatin mass. (B) Unfertilized oocytes lacking a sperm chromatin mass. (C) Older

endomitotic unfertilized oocyte. (D) Older endomitotic egg-activation mutant oocyte.
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In contrast, newly fertilized oocytes from maternal or paternal egg-activation

mutants are expected to contain a visible sperm chromatin mass (Kadandale et al.,

2005b;Maruyama et al., 2007; Parry et al., 2009) (Fig. 7A). Further, in egg-activation

mutants, a distinct endomitotic phenotype is seen. Rather than having a single large

polyploidy DNAmass, many smaller DNAmasses are formed (Fig. 7D). This is likely

due to the action of sperm-contributed centrosomes separating newly replicated DNA

with each endomitotic cycle. This difference in DNAmorphology can be used to help

determine whether sperm entry has occurred.

Postfertilization defects in meiosis or subsequent cell divisions can be observed in

fixed embryos by staining with combinations of DAPI, the M-phase marker anti-

phosphohistone H3 (serine 10), and anti-ß -tubulin DM1A antibodies (Golden,

2000). These defects can also be seen in live embryos by crossing two strains

containing either pie-1:Histone 2B:GFP (Praitis et al., 2001) or pie-1:GFP:ß -tubulin

(Strome et al., 2001).

EGG-1 and EGG-2 are two proteins in the plasma membrane of the oocyte which

are necessary for fertilization (Kadandale et al., 2005b). These genes have proven to

be extremely useful diagnostic tools for analyzing egg-sterile mutants with defects in

fertilization (Kadandale et al., 2005b). Both genes encode type II transmembrane

molecules and their extracellular domains include eight low-density lipoprotein

(LDL)-receptor-repeats, which are known to function as receptors for a variety of

ligands and mediate multiple cellular responses (Kadandale et al., 2005b; Nykjaer

and Willnow, 2002). Sperm are able to make contact with egg-1/2 deficient oocytes

but are unable to fuse with them (Kadandale et al., 2005b). The localization of

EGG-1 and EGG-2 can be visualized using GFP-tagged versions of the proteins.

GFP:EGG-1 (Fig. 8G) and EGG-2:GFP are localized to the surface of developing

oocytes but become undetectable after fertilization, presumably as a result of endo-

cytosis (Kadandale et al., 2005b).

Oocyte maturation, fertilization, and the completion of meiosis are overlapping

and dependent processes that are coordinated by a number of important regulatory

factors (Marcello and Singson, 2010). Defects in any step can have deleterious

effects on subsequent steps and ultimately result in improper embryogenesis. To

understand how a specific gene or protein of interest functions in these processes,

mutants with defects in specific stages of meiosis or related GFP marked strains can

be used. For example, to analyze the relationship between cell cycle progression and

egg activation, the activity of the anaphase-promoting complex (APC/C) was

blocked using either temperature-sensitive mutants or RNAi. In oocytes depleted

of the APC/C subunit mat-1, fertilization occurs, but the fertilized oocytes remain

locked in a meiotic metaphase I state and subsequent events of the oocyte-to-embryo

transition do not occur (Golden et al., 2000). In other studies, cyclin B:GFP levels

have been used to indicate meiotic progression. Degradation of maternally supplied

cyclin B by the APC/C was shown to drive the transition from metaphase I to

anaphase I (Davis et al., 2002; Furuta et al., 2000; Golden et al., 2000; Rahman

and Kipreos, 2010); however, in the absence of fertilization, oocytes progress to

anaphase I but the drop in their cyclin B levels proved to be incomplete (McNally and
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Fig. 8 Examples of sperm and oocyte protein localization. (A–C) Localization of 1CB4 and SPE-9.

(A) Nomarski DIC micrograph of mature spermatozoa. (B) Localization of 1CB4 to MOs. (C)

Localization of SPE-9 to pseudopods. (D–F) Colocalization of 1CB4 and SPE-38 in spermatids. (D)

Nomarski DIC micrograph of spermatids. (E) Localization of 1CB4 to MOs. (F) Localization of SPE-38

toMOs. Note the identical distribution of staining in panels E and F. (G) GFP fluorescence of a GFP:EGG-

1 fusion protein in oocytes.

364 Brian D. Geldziler et al.
McNally, 2005). Destruction of the remaining cyclin B was found to require fertil-

ization and passage through the second meiotic division and more specifically, a

second E3 ubiquitin complex, Cul-2/Zyg-11, which allows progression to anaphase

II (Liu et al., 2004; Sonneville and Gonczy, 2004). The use of mat-1-depleted

animals and cyclin B:GFP will help place the functioning of many genes or proteins

of interest in the context of meiotic progression. The coordination of the cell cycle,

fertilization, and egg activation are still poorly understood. The concurrent and

dependent processes of meiotic resumption and fertilization and their subsequent
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events likely result in a multitude of branching cellular pathways (Marcello and

Singson, 2010; Singson et al., 2008).

Egg-activation mutants are likely to fall into different classes, and appropriate

GFP strains and disruption of gene function by RNAi or mutation can be used to

analyze genes or proteins of interest in egg activation. Sperm entry promotes the

establishment of embryonic polarity and triggers egg activation (Goldstein and Hird,

1996; Sadler and Shakes, 2000). One example of a paternal egg-activation mutant is

spe-11; when spe-11 sperm fertilize wild-type oocytes, the oocytes fail to either

complete meiosis or secrete an eggshell, but instead form multinucleate one-cell

embryos (Browning and Strome, 1996; Hill et al., 1989). Other egg-activation

mutants may arise from mutations in maternally required genes that regulate and

coordinate egg-activation events (Cheng et al., 2009; Maruyama et al., 2007; Parry

et al., 2009; Stitzel et al., 2007). Such genes would include regulatory proteins at the

oocyte cortex that couple fertilization with cell-cycle progression through the second

meiotic division and the events of egg activation (Govindan and Greenstein, 2007;

Maruyama et al., 2007; Parry et al., 2009; Parry and Singson, 2011). For example,

EGG-3, EGG-4, and EGG-5 are pseudophosphatases located in the oocyte cortex

that coordinate fertilization with cell-cycle resumption by regulating the activity

of minibrain kinase-2 (MBK-2) (Cheng et al., 2009; Maruyama et al., 2007; Parry

et al., 2009; Stitzel et al., 2007; Stitzel and Seydoux, 2007). MBK-2 helps regulate

early embryonic development after fertilization by phosphorylating maternal

substrates for degradation. These MBK-2 targets include the katanin subunit

MEI-1, the RNA/TAF-4 binding proteins OMA-1 and OMA-2, and the polarity

factors MEX-5 and MEX-6 (Detwiler et al., 2001; Guven-Ozkan et al., 2008;

Nishi and Lin, 2005; Pang et al., 2004; Pellettieri et al., 2003; Quintin et al.,

2003). Appropriate GFP strains can be used to assess whether other egg-activation

mutants exhibit defects in the localization, sorting, or degradation of any of these

known components.
XI. Eggshell Production
In response to fertilization and proper egg activation, a multilayered eggshell is

formed around the developing embryo to allow for completion of meiosis, polar

body extrusion, embryo polarity, and formation of an osmotic barrier. The devel-

oping oocyte is covered by a thin vitelline layer that can be observed by electron

microscopy or staining with Malcura pomifera agglutinin (MPA) or Griffonia

simplicifolia lectin I (GSL I). At the time of fertilization this vitelline layer begins

to separate from the plasma membrane and becomes the outermost layer of the

mature eggshell (Bembenek et al., 2007; Rappleye et al., 1999). The second

(middle) layer is formed when the oocyte membrane protein CHS-1 catalyses

UDP-N-acteylglucosamine polymerization to produce chitin, the material that

gives eggshells their mechanical strength. Chitin deposition can be assayed by

staining with a rhodamine-conjugated chitin-binding probe. The proteolipid inner
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layer is formed immediately before the first zygotic cell division and provides a

permeability and osmotic barrier. The fidelity of this osmotic/permeability barrier

can be determined by staining with lipophilic fluorescent plasma membrane dye

FM 4-64, which can only penetrate and stain embryos that have not yet formed an

intact barrier or eggshell.

Unfertilized oocytes and activation-defective eggs are sensitive to osmotic

strength due to the lack of a protective eggshell and must be handled with

special care. Intact and dissected hermaphrodites should at a minimum be

handled in osmotic egg buffers (Edgar, 1995). Otherwise, unfertilized oocytes

may burst under osmotic pressure and even intact embryos may swell within a

weak eggshell and cause an embryo to be mistakenly scored as cytokinesis

defective. In some cases, oocytes are so fragile that dissections from the uterus

are impossible. These oocytes must be examined carefully in intact animals

(Parry et al., 2009).

CG exocytosis is necessary for proper eggshell formation (Bembenek et al.,

2007). CGs transport chondroitin proteoglycans to the extracellular space sur-

rounding the embryo, and can be detected by wheat germ aggultinin (WGA) or

the Golgi marker UGTP-1 (Bembenek et al., 2007). CAV-1 is prominent but

nonessential component of CGs (Sato et al., 2008). CG exocytosis, which occurs

during anaphase I, does not require fertilization. However, it does require a

variety of cell-cycle components including the APC/C and separase (sep-1) as

well as the small GTPase RAB-11 and the target-SNARE SYN-4

(Bembenek et al., 2007). Additional exocyotic events must be required for proper

eggshell formation; however, the exact nature of these events remains unclear

(Bembenek et al., 2007).

Although CG exocytosis is known to contribute to the membrane-based poly-

spermy block in other organisms, the connection between CG exocytosis and

polyspermy in C. elegans is not well understood (Wessel et al., 2001). In

C. elegans, polyspermy has been observed after the depletion of chs-1, gna-2, or

egg-4/5 (Parry et al., 2009; Johnston et al., 2010). gna-2 encodes a GLD-regulated

glucosamine-6-P N acetyltransferase that supplies UDP-N-acteyl glucosamine for

chitin biosynthesis (Johnston et al., 2006). The deposition of chitin is independent

of CG exocytosis and the presence of chitin seems to play a role in the membrane-

based polyspermy block (Johnston et al., 2010; Parry et al., 2009; Sato et al., 2006,

2008). Potential defects in the polyspermy block can be assessed by DAPI staining

intact hermaphrodites or dissected embryos and looking for evidence of multiple

sperm chromatin masses within recently fertilized, meiotic-stage oocytes

(Johnston et al., 2010; Parry et al., 2009). However, in intact or poorly dissected

animals, it can be difficult to distinguish nuclei within the embryo from those in

the surrounding periphery (Johnston et al., 2010; Parry et al., 2009). When stain-

ing dissected embryos that do not have eggshells, a grouping of embryos can lack

clear demarcation of each embryo boundary. The use of GFP:PH (Plextrin

Homology) construct can be used to help visualize the plasma membrane

(Audhya et al., 2005) and minimize this problem.
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XII. Analysis of Fertilization-Specific Gene Products
Antibody-based approaches are useful for determining the subcellular localiza-

tion of fertilization-specific gene products. The standard approach is to generate

polyclonal antipeptide antibodies against two or more regions of the candidate

fertility protein since not all regions will be useful for generating antibodies

(Chatterjee et al., 2005; Parry et al., 2009; Zannoni et al., 2003). For these fertility

proteins, polyclonal, antipeptide antibodies have two distinct advantages over mono-

clonal antibodies: (1) they do not require the isolation of pure sperm and oocytes, (2)

polyclonal antibodies typically have higher binding efficiencies, which is useful

when attempting to detect cell-surface proteins that are typically expressed at low

levels. It is also important always to prescreen the animals used for antibody pro-

duction since many express unrelated nematode antibodies stemming from previous

nematode infections.

It is useful to understand the localization pattern of SPE proteins in both

spermatids and spermatozoa. Sperm squashes are used for staining spermatids,

and spermatozoa preparations can be obtained either from mated hermaphro-

dites or from males dissected in non-protease-based sperm activators. Samples

should be fixed separately in both paraformaldehyde and cold methanol as

membrane proteins can differ in their response to each. C. elegans spermatids

are small and possess only four major organelles (a central chromatin mass, an

associated inactive centriole, numerous mitochondria, and multiple MOs) sim-

plifying the analysis of localization patterns. MO localization may be confirmed

using the monoclonal antibody 1CB4 (Okamoto and Thomson, 1985) as was

done for the proteins SPE-9 and SPE-38 (Chatterjee et al., 2005; Zannoni et al.,

2003) (Fig. 8A–F).

Live cell staining (with antibodies added before fixation) can also be used to

assess protein localization on the external surface of the plasma membrane or in

fused MOs (Chatterjee et al., 2005). fer-1 mutants can be used to confirm an initial

restriction to the MO since the fer-1 spermatozoa are specifically defective in MO

fusion despite their ability to form a small motile pseudopod (Achanzar and Ward,

1997; Chatterjee et al., 2005; Xu and Sternberg, 2003).

To date, all fertilization-defective SPE proteins have at least partially localized to

the pseudopods of spermatozoa, now presumed to be the point of oocyte–sperm

contact (Chatterjee et al., 2005; Xu and Sternberg, 2003; Zannoni et al., 2003). In

spermatids, some fertilization-defective SPE proteins such as SPE-9 localize to the

plasma membrane (Zannoni et al., 2003) while others, such as SPE-38 and TRP-3/

SPE-41, localize to the unfused MOs of spermatids. Any patterns of localization

common to multiple members of the SPE-9 class remain to be determined (Fig. 8)

(Chatterjee et al., 2005).

Fusion proteins (e.g., GFP fusions) can be convenient tools for determining a

protein’s distribution and dynamics in fixed or live cells. However, the expression of

oocyte and sperm fusion proteins is often repressed in the germ line (Kelly et al.,

1997; Putiri et al., 2004; Seydoux and Schedl, 2001). Oocyte fusion protein
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expression (Fig. 8G) can be enhanced using complex arrays (Kelly et al., 1997),

integrated low copy number microparticle bombardment transformation strategies

(Praitis et al., 2001), or Mos1 transposon single copy insertion (MosSCI) based

methods (Robert and Bessereau, 2010). Reliable expression of sperm fusion proteins

has not yet been achieved. For a more in-depth discussion of protein localization

studies see the chapter by Hutter.
XIII. Future Prospects/Issues
This chapter attempts to provide a useful overview of how C. elegans can be used

as a model system for addressing questions of fertility. A clear understanding of any

biological process as complex as fertilization is impossible without a complete

inventory of its cellular and molecular components; consequently, each new gene

identified adds significantly to our knowledge and insight into fertilization

mechanisms.

Although much has already been elucidated via C. elegans fertility research,

many fundamental questions remain unanswered. For example, how are the

events surrounding fertilization (e.g., meiotic maturation, ovulation, fertiliza-

tion, sperm migratory behavior, and the nature of signaling events) coordinated?

What is the mechanism of the block to polyspermy? How are the events of

fertilization and egg activation related to early development and patterning of

the embryo?

The fundamental question of what happens to sperm and oocyte fertility

proteins during the physical joining of the gametes is being actively studied

in our laboratories. The investigation of this deceptively simple question has

proven challenging since there are at most only two recently fertilized oocytes

present in any hermaphrodite at one time, and only those in the very earliest

stage of postfertilization meiosis are informative (A. Richmond and D. Shakes,

unpublished data). Although difficult, such studies are feasible and will be

ultimately useful in analyzing the interactions between sperm and oocyte fer-

tility proteins.

Exciting progress continues to be made and the field is still developing new

experimental tools. Calcium imaging, for instance, has been applied to C. elegans

sperm and oocytes (Samuel et al., 2001; Xu and Sternberg, 2003). Using Calcium

Green-1 dextran as an indicator, an increase in cytoplasmic calcium is observed at

the same time as fertilization, but the trigger for the calcium release and its func-

tional consequence are unknown (Samuel et al., 2001). Voltage-sensitive reagents or

other physiological approaches could be used to test whether the fast block to

polyspermy is dependent on depolarization of the oocyte plasma membrane

(Yanagimachi, 1994) as in other organisms. New transgenic approaches are helping

to overcome the germ line expression repression that currently hampers research in

this area (Robert and Bessereau, 2010). In vitro fertilization systems in C. elegans

could be useful for analyzing the function of newly discovered molecules; however,
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the important physical interactions between gametes and the somatic germ line

suggest that this approach may not be feasible.

Insights gained from the study of fertilization in C. elegans will also increase our

understanding of diverse reproductive strategies and those mechanisms relevant to

molecular evolution and speciation. The recent sequencing projects of other nem-

atode species (Bird et al., 2005; Ghedin et al., 2007; Mitreva et al., 2005) and

baseline spe gene phenotypic data (Geldziler et al., 2006) should enable this work

to progress quickly.

C. elegans remains an extremely useful organismwith which to study the nature of

fertilization. An integrated approach to the analysis of fertilization that combines

molecular genetic and cell biological worm techniques with the more traditional

antibody-based and biochemical methods will continue to further our understanding

of this most fascinating and fundamental process.
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Abstract
The Caenorhabditis elegans embryo is well suited to morphogenetic analysis via

modern microscopy, due to its short generation time, transparency, invariant lineage,

and the ability to generate transgenic embryos expressing various fluorescent pro-

teins. This chapter provides an overview of microscopy techniques for imaging

embryonic morphogenesis, including making agar mounts, capturing four-dimen-

sional (4D) data using Nomarski microscopy, imaging of actin in embryos, factors

important for optimizing 4D fluorescence microscopy, and recent techniques that

leverage fluorescence microscopy for intracellular imaging of cellular components

during morphogenesis.
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I. Introduction
Caenorhabditis elegans has obvious advantages that make it well suited for

analyzing morphogenesis of living embryos. Its organizational simplicity, transpar-

ency, and essentially invariant development enabled the determination of the com-

plete embryonic cell lineage (Sulston et al., 1983). Such invariant development

allows the assessment of mutant phenotypes at the level of single cells in C. elegans.

The wild-type embryonic lineage was originally determined by direct observation

using Nomarski microscopy. This was a very slow process, since only one or two of

the>500 total embryonic cells could be followed per embryo. More recently, the use

of histone::GFP and other technologies, along with automated analysis, has stream-

lined lineaging even further. These developments have been discussed elsewhere

(Murray et al., 2008; see the chapter by Cowan and Chisholm, this volume). The

analysis of postmitotic movements of cells in embryos has likewise benefitted from

technological advances. The advent of four-dimensional (4D) microscopy made

analysis of morphogenesis much more practical by using computer-controlled equip-

ment to record development of embryos in three dimensions over time. Simultaneous

software advances made analysis of 4D movies practical (Thomas et al., 1996).

The fundamental concepts of microscopy that apply to any context in C. elegans

are covered elsewhere in this volume (see the chapter by Maddox and Maddox, this

volume). In this chapter, we focus on the uses of modern microscopy specifically for

imaging later morphogenesis in C. elegans embryos, after many embryonic cells

have undergone their terminal divisions. We describe preparation of standard agar

mounts and other approaches for immobilizing embryos and treating embryos prior

to performing routine 4D microscopy, discuss simple methods for capturing 4D

movies, and discuss various probes for imaging fluorescently tagged cells or struc-

tures in living embryos. We also describe one way of performing correlative fluo-

rescence and transmission electron microscopy (F-TEM) during embryonic

morphogenesis.

Since the most dramatic movements occur among hypodermal cells during this

period of embryonic development, much of this chapter focuses on techniques that

are particularly useful for analysis of hypodermal cells. Because the terms ‘‘hypo-

dermal’’ and ‘‘epidermal’’ are used interchangeably, this chapter will use the latter

for better consistency with standard usage in other organisms (see Chisholm and

Hardin, 2005 for discussion).
II. Methods

A. Mounting Embryos for Imaging Morphogenesis

1. Agar Mount (Modified from Heid and Hardin, 2000)
The agar mount is a simple way to prepare C. elegans embryos for microscopy.

The basic technique is presented elsewhere in this volume (see the chapter by
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Maddox and Maddox). Here we provide additional details regarding this key tech-

nique as it relates to analyzing morphogenesis. Agar mounts have several key

advantages for analyzing morphogenesis. First, the mount slightly compresses the

embryo, holding it in place. Second, such compression produces a consistent orien-

tation convenient for imaging many aspects of embryonic morphogenesis. As the

processes of morphogenesis proceed, either the dorsal or ventral surface of the

embryowill be against the coverslip. After ventral enclosure is complete, the embryo

then turns on its side, such that every embryo will be positioned with either its right

or left side facing the coverslip. For many morphogenetic events, especially those

involving the embryonic epidermis, such mounts are very useful (see Chisholm and

Hardin, 2005 for details of the basic movements associated with epidermal morpho-

genesis). For some events, other orientations of the embryo may be preferable, and

for these purposes, other mounting techniques may be used (see below).
Imaging setup
For assembling the mount, a standard stereomicroscope is required. To identify

early embryos (1–4 cell), a total zoom of 80� or greater is recommended. We have

typically used either a Wild MZ5 microscope with 20� oculars or Leica MZ12.5

microscope with 16� oculars.
Materials
i.
 Reagents:

Agar (5% w/v)

M9 buffer:

3 g KH2PO4

6 g Na2HPO4

5 g NaCl

1 mL 1 M MgSO4

1 L H2O

Valap:

Equal parts by volume of vaseline, lanolin, and paraffin.

Heat thoroughly until melted and mix.
ii.
 Equipment:

Calibrated glass pipettes (50 mL)
Coverslips (18 � 18 mm, No. 1)

Eyelash brush (eyelash glued to end of round toothpick)

Mouth pipette 1500 aspirator tube assembly

Microscope slides (25 � 75 � 1 mm)
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Platinum wire pick: 2.5 cm of 30 gauge platinum or 90% platinum/10% irid-

ium wire inserted into a 600 Pasteur pipette and heated in a flame until the glass

melts around the wire. Flat-end hobby pliers or a small tack hammer can be

used to flatten the end of the pick.

Single-depression microscope slide (3 mm)

Syringes (1 cc) with 27 gauge � 1/2
00 needles
Method
i.
 Use platinum wire pick to move approximately five gravid C. elegans her-

maphrodites from culture dish to single-depression microscope slide contain-

ing M9 buffer. The number of hermaphrodites needed will depend on several

factors, including the number of embryos of an appropriate age desired and the

gravidity of the worms being used.
ii.
 Holding one syringe and needle in each hand, place one on either side of a

hermaphrodite and draw flat sides of tips of needles across each other to cut the

worm in half transversely. The embryos will be released from the halves of the

hermaphrodite. Use eyelash brush to carefully prod halves to expel any remain-

ing embryos. It is important to cut as close to the vulva as possible to release

newly fertilized embryos in the uterus. This step can also be conducted by

cutting the worm in half with a #15 curved blade scalpel (Fig. 1).
iii.
 Sort embryos using eyelash brush and brush together into group of approxi-

mately ten embryos. Embryos will tend to stick slightly to each other when

grouped. If one desires a certain stage of embryogenesis, it is at this point that

embryo stage should be assessed and sorted appropriately. Two-cell stage

embryos are the easiest developmental stage to collect.
iv.
 Using colored laboratory label tape, tape two microscope slides parallel and

one slide width apart on the laboratory bench. Place a third slide between the

two taped slides. Using a 600 Pasteur pipette, place three to four drops of molten

5% agar onto the middle slide. Immediately lay fourth slide perpendicular to

other three slides over agar and press over taped slides to flatten agar before it

cools.
v.
 Once agar has set up, use a razor blade to trim excess agar from edges of the

slides. Solidifed agar in the slide ‘‘sandwich’’ can be left assembled until

embryos are ready to be added to the pad. Carefully slide the untaped slides

apart so agar pad is left in center of one slide.
vi.
 Heat glass 50 mL pipette in flame. Once glass is soft and fluid, remove from

flame and quickly pull apart ends. Break two ends apart to create a pipette with

a tapered end with a diameter of approximately 40 mm. Place pipette in mouth

pipette aspirator.
vii.
 When ready, carefully slide the untaped slides apart so agar pad is left in the

center of one slide. Using mouth pipette, transfer the grouping of embryos

(from step iii) and approximately 20 mL of M9 to the corner of agar pad on the

microscope slide.
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Fig. 1 Making a standard agar mount. (A, B) Gravid hermaphrodites are cut in half with 27 � 1/2
00

needles. (C) At a higher magnification, embryos are sorted and grouped using an eyelash. (D) Embryos

andM9 buffer are transferred using a mouth pipette. (E) Three slides are placed on the bench and the outer

two are taped down to the bench. (F) A drop of molten 5% agar is placed onto the middle slide. A fourth

slide is then placed perpendicular to the three original slides. The top slide is compressed over the taped

slides. (G) The finished slide is sealed with VALAP. Using a toothpick to make hash marks in the VALAP

(arrows) aids in finding the grouping of embryos on the compound microscope. (H) A low- magnification

view of embryos within a completed mount. Embryos are grouped tightly together (image courtesy of T.

Loveless).
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viii.
 Brush embryos out of M9 into the center of slide using eyelash. Position

embryos in a single layer side-by-side. We find that especially in the case of

embryos in which only a percentage show a phenotype of interest (e.g., homo-

zygous mutant progeny from heterozygous mutant mothers, weak RNAi, etc.),

that a large contiguous grouping of embryos is useful (Fig. 1H).
ix.
 Set the edge of a coverslip at the side of the agar pad opposite theM9 and slowly

drop so that the coverslip lands on the embryos prior to theM9. Use a Kimwipe

to wick excess buffer from edges of coverslip and wick air bubbles from under

coverslip.
x.
 Trim excess agar from edges of coverslip using a razor blade. Seal edges of the

coverslip with melted VALAP using a paintbrush.
Troubleshooting
i.
 Problem: Embryos fail to develop.

Solution: One-cell embryos are especially vulnerable to mechanical stress and

are challenging to mount without killing. If studying a later stage of develop-

ment, the likelihood of embryos surviving is markedly increased if two-cell or

later-stage embryos are used to make the mount. Groupings larger than 15–20

embryos often display increased lethality due to oxygen starvation. By keeping

groupings of embryos to less than 20 embryos, oxygen starvation should not be a

problem.
ii.
 Problem: The agar pad dries on the slide before it can be used.

Solution: Make the pad immediately before use. Stereomicroscopes with light

sources mounted under the stage have the potential to heat the stage after long

use, which can quickly dry agar pads. Using a stereomicroscopewith an external

bulb or a cool temperature bulb will reduce this problem.
iii.
 Problem: When coverslip is placed on slide, all the embryos wash to the edge of

the coverslip.

Solution: Too much M9 buffer is used and the M9 buffer is hitting the embryos

before the coverslip can land on them and hold them in the agar.
iv.
 Problem: The slide has air bubbles under the coverslip.

Solution: Use more M9 buffer. This will allow M9 buffer to completely wash

under coverslip. However, too muchM9 buffer will cause embryos towash away

(see previous Problem).
Discussion
Mounting C. elegans embryos on agar mounts provides a stable, long-term envi-

ronment for microscopic analysis of development. The slight compression from the

coverslip will result in embryos reproducibly positioned with either the left or right

side facing toward the objective lens. During later stages of embryogenesis embryos

turn such that left-hand views become dorsal views and right-side views become

ventral views. Embryos on agar mounts will survive and hatch from the eggshell on
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the mount. Embryos prepared with an agar mount are amenable to both light

microscopy (with differential interference contrast optics) or confocal microscopy.

Preparing C. elegans embryos on an agar mount is a simple technique that can easily

be mastered and is regularly done by undergraduates. It provides a consistent

embryonic orientation and environment that is suitable for long-term microscopy

of C. elegans embryos.
2. Other Mounting Methods
For many morphogenetic events, agar mounts are convenient because they pro-

duce uniform orientation of developing embryos. However, there may be times when

more randomized orientations are desired. Examples include imaging of the anterior

of the embryo during head enclosure, or events during gastrulation when an en face

view is desired. For these cases, other mounts are more useful. We discuss two types

here. Because protocols for producing these mounts are published elsewhere, we

only briefly mention them here.
a.
 Simple poly-L-lysine mount (see Mohler and Isaacson, 2010 for further details)

The simplest approach is to mouth pipette embryos in random orientations onto a

poly-L-lysine coated coverslip supported by grease feet above amicroscope slide.

i. Spread a small volume of a 1 mg/mL stock of poly-L-lysine onto coverslips.

Allow the coverslips to air-dry for >1 h. Poly-L-lysine is typically applied

from a premixed stock solution in distilled water (Sigma). Frozen stocks can

be aliquoted and stored at �20 �C indefinitely. Avoid refreezing.

ii. Cut gravid hermaphrodites at the vulva in M9. Mouth pipette embryos in a

small volume (approx. 3 mL) of water onto precoated coverslips.

iii. Pipette a ring of silicon oil around the drop, and four dots of silicon vacuum

grease (Dow Corning) to the corners of the coverslip. It is typically conve-

nient to insert vacuum grease into a 10 mL plastic syringe without needle,

from which it can then be extruded. The grease ‘‘feet’’ provide a spacer that

allows a microscope slide to be affixed to the coverslip.

iv. Inverted a slide over the coverslip to form the mount. Press gently to allow

fluid to contact the slide.
b.
 Liquid mount with bead spacer (see Murray et al., 2006 for further details)

As an alternative to the simple poly-L-lysine mount method, polymer beads are

added to the medium to serve as spacers between the coverslip and the slide to

prevent the embryo from being excessively compressed. If the bead diameter is

<25 mm (e.g., 20 mm), then this will result in slight compression of the embryos

and results similar to the standard Agar mount. If larger diameter beads are used

(e.g., 30 mm), then poly-L-lysine should be used as above.

i. Prepare a 1:30 dilution of 20 mm polymer beads (Polysciences, Inc.,

Warrington, PA; catalog #18329-5) mixed with M9 in a microfuge tube.
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ii. The bead mixture should then be resuspended with a pipette tip prior to use

and added to the coverslip as above. Embryos can then be pipetted into the

drop of bead slurry.

iii. No grease feet are needed using this method. Instead, seal the edges as
. 2
t for

4d/4d
described above for the standard agar mount, using Valap.
B. 4D Nomarski Imaging of Morphogenesis

1. Introduction
By its very nature, developmental biology requires thinking in four dimensions.

Not only do embryos change dramatically over time, as the seemingly featureless

single-celled zygote is transformed into an embryowith recognizable body axes and

organ systems, but this remarkable transformation occurs in three spatial dimen-

sions. The coordinated changes that occur within the developing embryo include

carefully orchestrated signaling events, changes in gene expression, and morphoge-

netic movements, that is, regulated cell divisions and cell movements that sculpt the

basic body plan as a recognizable organism emerges.
4D acquisition script runningwithinMicroManager. A screen shot of theMicro-Manager Beanshell

4D acquisition running under Mac OS X 10.5. The script is available at http://worms.zoology.wisc.

.html. (For color version of this figure, the reader is referred to the web version of this book.)

http://worms.zoology.wisc.edu/4d/4d.html
http://worms.zoology.wisc.edu/4d/4d.html
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2. Acquisition of 4D Nomarski Images During Morphogenesis

Introduction
Acquisition of stacks of images throughout the thickness of the embryo over time

is a crucial method for identifying the positions and contacts between cells. Such

‘‘four-dimensional’’ (4D)microscopy is a routine tool in laboratories that study early

C. elegans development.
Imaging Setup
i.
 Microscopy/camera hardware: This protocol assumes a basic high numerical

aperture (NA) microscope equipped with oil immersion objectives and, option-

ally, an oilable, high NA condenser from any of the major microscope manu-

facturers. We typically acquire 4D movies using a 60–63�, 1.4–1.45 N.A.

PlanApo objective. Older Newvicon video cameras, coupled to the video port

on the microscope, are adequate for many applications, especially if they are

equipped with a zoomable video lens attachment, such as those sold by Nikon

Corporation. In this case, an AG-5 digitizing board (Scion Corporation) or

similar video frame grabber can be used to digitize the video signal.

Alternatively, modern cameras are almost exclusively CCD cameras, and have

much higher spatial resolution than older video formats. We have successfully

used cameras from Scion Corporation and QImaging Corporation. The mount-

ing hardware for such devices differs depending on the microscope being used.
ii.
 Cooled environment: We have found that C. elegans embryos can be imaged for

long periods of time if the ambient temperature is reduce to approximately 20 �C.

iii.
 Z-axis controller/shutter/serial port: Avariety of Z-axis controllers are available

from commercial sources (e.g., Prior, Ludl, ASI). In addition, a shutter to block

the transmitted light path between time points is strongly encouraged to mini-

mize exposure of embryos to light and heat. A number of shutters are available.

We have used shutters from Ludl and Vincent Associates.
iv.
 Software: Many commercial software packages can be used to acquire 4D

footage. If an inexpensive alternative is desired, I have written free software

as an alternative. Several options are available:

(a) Legacy acquisition plugins for ImageJ: These plugins are available free of

charge at the following URL: http://worms.zoology.wisc.edu/research/4d/

4d.html. Full documentation of the plugins and detailed instructions for

installation of ImageJ andQuicktime for Java are available at the sameURL.

Image J can be obtained at http://rsbweb.nih.gov/ij/

(b) Micro-Manager: The public domain program Micro-Manager, which is

built on top of ImageJ, supports a variety of CCD cameras, Z motors, and

shutters, and, with some effort, novices can extend its functionality using the

Beanshell scripting language or through the Java plugin architecture sup-

ported by ImageJ. Micro-Manager has a major advantage over other free

http://worms.zoology.wisc.edu/research/4d/4d.html
http://worms.zoology.wisc.edu/research/4d/4d.html
http://rsbweb.nih.gov/ij/
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alternatives, in that it is being continuously updated to support new hard-

ware. The Micro-Manager program can be obtained at the following URL:

http://www.micro-manager.org/. The remainder of this section will describe

the basic use a Beanshell script written within the Micro-Manager environ-

ment as an example of how to acquire 4D data.
Methods
This protocol describes the use of a custom script within Micro-Manager’s

Beanshell scripting language. The script is helpful to reduce the number of shutter

open/close events during 4D acquisition. Alternatively, we have used the standard

Micro-Manager package successfully to acquire 4D footage, but this cannot be

customized, and does not permit custom file naming conventions and directory

structure. The script is available at http://worms.zoology.wisc.edu/4d/4d.html
i.
 Setting up a 4D acquisition sequence

a. Turn on the Z-axis and shutter control boxes and the CCD camera. Turn on the

light switch on the microscope. Find a group of embryos using the 10�
objective, prior to oiling the coverslip.

b. If a high NA condenser is present, place a drop of oil on the condenser (for

upright microscopes) or the bottom of the slide (inverted microscopes).

Carefully position the condenser so that it contacts the oil and spreads it

uniformly between the condenser and microscope slide.

c. Focus the condenser. The simplest method for achieving good condenser focus

is to stop down the condenser using the iris diaphragm, closing it almost

completely. Then the height of the condenser can be adjusted at high magni-

fication until the octagonal outline of the diaphragm is in focus. When done,

open the condenser.

d. Once embryos have been located at 10� and the condenser has been focused,

swing the 10� objective out of the way and add a drop of immersion oil to the

coverslip (upright microscope) or the 60� objective lens (inverted micro-

scope). We find that Type DF oil works well.

e. Carefully slide the 60 or 100� objective into place (it should just clear the

sealant on the slide, as long as it is not too thick). Make sure the correct

condenser setting is selected to match the lens.

f. Refocus on the embryos, and refocus the condenser.

g. Open Micro-Manager. Use the ‘‘Live’’ button in the main Micro-Manager

Studio window to display an image from the camera. If the ‘‘Autoshutter’’

option is not checked, click the ‘‘Open’’ button to open the shutter. Otherwise it

should open when the ‘‘Live’’ button is clicked. Optimize the positioning of

embryos in the field using the stage controls on the microscope, and/or by

rotating the CCD camera gently by hand (if the mount supports this). Optimize

the Nomarski optics through a combination of the following:

http://www.micro-manager.org/
http://worms.zoology.wisc.edu/4d/4d.html
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– Center the condenser by closing it and moving the octagon to the center of

the field of view. Reopen the diaphragm to encompass the entire field of

view.

– Adjust the light level. High-quality Nomarski optics requires a substantial

amount of light. Optimal settings must be empirically determined.

– Adjust the exposure time, gain, and other settings on the CCD camerawithin

Micro-Manager a final time if needed.

h. Invoke the Micro-Manager 4D acquisition script (Fig. 2). This protocol pre-

supposes that a ‘‘favorite’’ has been created previously using the script window

in Micro-Manager. This window is invoked using the ‘‘Tools -> Script Panel’’

menu command in Micro-Manager. When the script window appears, select

‘‘Acquire_4D.bsh’’ from the list of favorites. Make sure that the cursor is

blinking within the code of this script. Then click ‘‘Run.’’ Enter the desired

parameters for time interval, number of time points, number of focal planes,

and distance between focal planes. Enter the root name for the images that will

be collected. [Note: because most operating systems limit the total length of a

file’s name to 32 characters, the root name should be kept short]. If a shutter is

being used, makes sure that the ‘‘Use shutter’’ option is selected.

i. Click ‘‘OK.’’ The parameters that have been entered will be displayed. If these

are acceptable, click ‘‘OK.’’ When prompted for a location to which to save

images, make a new directory that will contain the images from the 4D

sequence. Within the newly created directory, we recommend making two

additional directories: (a) one called ‘‘working’’ and (b) one called ‘‘terminal.’’

The latter is useful for acquiring a final Z stack of the terminal embryos.

Typical settings for a long overnight movie are the following:

Number of time points: usually 200–300 for an overnight movie

Time interval (s): usually 120–180

Number of shutters: 1

Number of focal planes: 20

Distance between focal planes: 1 mm
Root name: ‘‘working,’’ or a short name of choice

Information for movie: Enter any pertinent information.

j. Once a directory is specified, the computer should start acquiring images.

Status updateswill be displayed in the ImageJmain window. To abort, click the

‘‘Stop’’ button in the ‘‘Script Panel’’ window.

k. When the movie is finished, we recommend collecting a terminal image stack.

To do so, keep the field of view the same. Collect a second movie, specifying

‘‘1’’ as the number of time points. Save this movie in the ‘‘terminal’’ folder

created previously.

l. To view the movie, there are several options available:

(i) Raw 4D datasets: These can be viewed in one of several ways, including

(a) importing the sequences as a ‘‘Virtual 5D Stack’’ or Hyperstack within
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ImageJ, using the ‘‘Virtual 5D Stack’’ plugin or ImageJ itself, available on

the ImageJ web site, or (b) using the ‘‘Browse4D’’ plugin available at

http://worms.zoology.wisc.edu/4d/4d.html.

(ii) Compressed movies: Movies can also be compressed to save disk space

and viewed using QuickTime and the ‘‘QT4D Writer’’ and ‘‘QT4D

Player’’ plugins available at the same URL. The advantage of postac-

quisition compression is that the storage requirements are greatly

reduced, and, if QuickTime is used, the entire dataset does not need

to be imported into RAM or imported as a virtual stack. Unfortunately,

Quicktime for Java has been deprecated by Apple Computer, Inc. If

QuickTime compression is being used, we typically save the movie

using the same root name as the raw files, with the word ‘‘movie’’

appended in the same directory created for the experiment. Although

many compression algorithms are available, we typically use ‘‘Photo/

JPEG,’’ compression, ‘‘gray scale,’’ and ‘‘Medium’’ quality. This

approach can compress movies 30 fold. To play compressed movies,

use the ‘‘QT4D Player’’ plugin. Select the desired movie. A graphical

interface with clickable buttons or the arrow keys on the numeric

keyboard can be used to navigate through movies. The up and down

arrow keys can be used to scroll up and down through the focal planes;

the left and right arrow keys scroll backwards and forwards in time.

Once the movie has been successfully compressed and its quality ver-

ified, for routine purposes it is now fine to delete the original files.
Troubleshooting
i.
 Problem: No light appears to be reaching the camera.

Solution: Make sure the slider that diverts light from the microscope to the

camera port is in the proper position, and that the power supply to the camera is

on. If the shutter has an external toggle switch, make sure that it is in the correct

position. If the exposure time is set to too low a value, increase the exposure time

using the controls in the Main Micro-Manager window.
ii.
 Problem: The plane of focus drifts systematically over time.

Solution: This often occurs in the first few minutes after making an agar mount.

For this reason, it is advisable to check the focus several times during the first

15–20 min of acquisition. To reset the focus, open the shutter and use the coarse

focus on the microscope to refocus on the top focal plane.
iii.
 Problem: Temperature variation in the room results in inconsistent time course

of development or variable phenotypes.

Solution: For best results, filming should take place in a room held at constant

temperature, approximately 20 �C. Make sure the air conditioner is on and that

the door remains closed.

http://worms.zoology.wisc.edu/4d/4d.html


14. Imaging Embryonic Morphogenesis in C. elegans 389
iv.
 Problem: After several hundred time points Micro-Manager reports an error

from which it cannot recover.

Solution: Some users have reported errors under Micro-Manager when using

USB-to-serial port adapters. This is known issuewith version ofMicro-Manager

prior to 1.4. Using a PCI-based serial port card appears to alleviate this problem.

Alternatively, acquire several shorter movies. We have successfully used this

script under Micro-Manager for acquiring up to 150 time points with 25 focal

planes/time point. We have had success acquiring long movies with Micro-

Manager 1.46, Mac OS X 10.7, and a KeySpan USB-to-serial adapter.
Discussion
This procedurewill result in the production of 4D datasets in the form of a series of

consecutively named TIFF files that can be read by many different programs,

including ImageJ, especially when supplemented with appropriate plugins. The

reduced costs of such a system make this basic system feasible for teaching labo-

ratories and research laboratories within limited funds. While we have described the

use of such a setup for imaging C. elegans embryos, this apparatus is well suited to

acquiring images of any transparent specimen.
3. Introducing Pharmacological Agents During 4DAcquisition
(Adapted from Williams-Masson et al., 1997)

Introduction
This procedure assumes a fairly standard laser ablation setup. Many C. elegans

laboratories use a nitrogen laser to pump a tunable dye laser routed through the

epifluorescence light path of the microscope. The dye cuvette typically contains

Coumarin 440 dye, which can be obtained from Sigma or other suppliers, and is

reconstituted inmethanol at a concentration of 5mM inmethanol (see the protocol in

Walston and Hardin, 2010 for further details). A commonversion of this setup is sold

by Photonic Instruments, a division of Andor Corp., under the trade name

Micropoint.
Methods
1.
 Creating the mount

i. Cut gravid hermaphrodites at the vulva in water. Mouth pipette embryos in a

small volume (approx. 3 mL) of water onto coverslips precoated with 1 mg/

mL poly-L-lysine. Poly-L-lysine is typically applied from a premixed stock

solution in distilled water (Sigma).

ii. Allow embryos to settle for 30 s and then treat for 2 min with 100 mg of

FITC-conjugated poly-L-lysine (Sigma). FITC-poly-L-lysine enhances the
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ability of a standard ablation laser tuned to 440 nm using Coumarin dye to

perforate the eggshell.

iii. Rinse embryos three times with embryonic growth medium (EGM; for a

detailed recipe, see Shelton and Bowerman, 1996) + 3 mg/mL Nile Blue A

(Sigma) + 1–2 mg/mL cytochalasin D or nocodazole. The addition of Nile

blue allows the assessment of perforation of the eggshell; permeabilized

embryos will take up the dye into granules in gut cells.

iv. Cover with a 30 mL drop of EGM plus drug. Stock solutions of 2 mg/mL

cytochalasin D or nocodazole (Sigma) in DMSO can be stored at 4 �C.
v. Pipette a ring of silicon oil around the drop, and four dots of silicon

vacuum grease (Dow Corning) to the corners of the coverslip. It is typically

convenient to insert vacuum grease into a 10 mL plastic syringe without

needle, from which it can then be extruded. The grease ‘‘feet’’ provide a

removable spacer that allows a microscope slide to be affixed to the

coverslip.

vi. Invert a slide over the coverslip to form the mount. Press gently to allow fluid

to contact the slide.
2.
 Perforating the eggshell

i. Determine the position of the ablation beam by moving to a region of the

mount away from the embryos. Focus on the coverslip, and crack the

coverslip using the laser. In the case of the standard manual Micropoint

laser, a sliding neutral density grating can be used to attenuate the beam

strength. Beam amplitude should be just sufficient to crack the coverslip.

If more power is desired later, then the grating can be adjusted

accordingly.

ii. Select an embryo of the desired developmental stage. Find a region of the

embryo where there is a space between the cells and the eggshell.

Embryos are typically oriented within the eggshell such that there is a

larger space between the anterior end of the embryo and the eggshell than

in other regions of the embryo, making this region convenient for laser

irradiation.

iii. Position the embryo so that the eggshell of this region is over where the

ablation laser will hit.

iv. Using a foot pedal or push button, pulse the laser. Usually only one hit is

necessary, but sometimes more pulses are required.

v. It is often possible to tell that the eggshell is perforated because the embryo

will move slightly toward the perforation site. However, we have found that

sufficiently small holes will not induce this response, yet dye penetration

will nevertheless be observed.

vi. If needed, additional perforations can be induced to increase the rate of

penetration of the compound of interest. However, we have found that the

number of viable embryos obtained in these cases goes down markedly.
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vii. These mounts can be imaged using 4D microscopy. We have also found it

possible to remove the coverslip and process embryos for phalloidin stain-

ing (see above; for examples, see references).

viii. Embryos can be scored after 4 h for blue gut granules, which indicate that

sufficient permeabilization was achieved for Nile Blue A penetration.
Discussion
Performing long-term 4D filming after perforation of the eggshell is difficult.

Many embryos show abnormalities in subsequent development. Extensive negative

controls (i.e., perforation of the eggshell in the presence of carrier, such as DMSO,

alone) are therefore highly advisable. If sufficient precautions are taken, however, it

is possible to perform pharmacological inhibition followed by 4D filming, as we

have shown in several circumstances (Thomas-Virnig et al., 2004;Williams-Masson

et al., 1997).
C. Fluorescence Imaging of Morphogenesis

1. Introduction: Imaging Modalities for 4D Fluorescence Imaging
Nomarski microscopy, while a daily workhorse for imaging morphogenesis and

performing basic phenotyping, is limited. Refractile elements in the cytoplasm of

embryonic cells, combined with the inherent curvature of the embryo, limits the

resolution of the standard Nomarski microscope. In addition, the epidermis is

exceedingly thin (less than 0.5 mm in some cases), making it difficult to resolve.

Fluorescence imaging of specific structures in embryos, combined with confocal or

multiphoton microscopy, overcomes these challenges. The chapter by Maddox and

Maddox in this volume covers basic modalities of fluorescence microscopy. Here we

discuss several useful strategies for visualizing cells and subcellular structures

during morphogenesis, an alternative phalloidin staining procedure, and a simple

strategy for analyzing fluorescence recovery after photobleaching (FRAP) data.

Given the wide array of genetically encoded fluorescent probes avaialble (see

below), 4D datasets of fluorescent specimens acquired using confocal, multiphoton,

or widefield deconvolution techniques have several advantages over 4D datasets

acquired using transmitted light optics, such as Nomarski microscopy. First, such

techniques permit much more refined optical sectioning of the specimen with little

contribution by out-of-focus information. Secondly, it is much easier to understand

the distribution of the fluorescent signal from a 3D reconstruction of a sample than a

3D-stack of DIC images (for an attempt at the latter, see Heid et al., 2002). For thin

specimens imaged within 5 mm of the coverslip such as C. elegans embryos, oil

immersion optics and a high NA lens (NA = 1.4–1.45) are typically the best choice.

Although the use of fluorescent probes present several key advantages, it also

presents several challenges for 4D imaging of morphogenesis. Because C. elegans
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embryos are not flat, multiple focal planes must be acquired at each successive

time point, requiring repeated exposure of the region of interest (ROI) to excita-

tion photons that compromise embryo viability. In addition, the photobleaching

that accompanies repeated observation in 4D experiments complicates image

quantification. If photobleaching is not too severe, it is sometimes possible to

normalize the signal from bleached specimens using several algorithms (e.g., see

the ImageJ plugin that is part of the McMaster Biophotonics suite of routines:

http://www.macbiophotonics.ca/imagej/).

Several imaging modalities have been used frequently for analyzing morphogen-

esis. For the physical basis of each, readers should consult the chapter by Maddox

and Maddox in this volume. Here we will focus on issues related to filming

morphogenesis.
Laser scanning confocal microscopy (LSCM)
In some cases LSCM suffices. Depending on the density of fluorophore labeling

and the nature of the tagged moiety, many experiments have been performed using

rather unremarkable equipment, such as a Bio-Rad 1024 or similar older laser

scanning confocal devices. Interested readers are urged to consult older reviews

describing methods of confocal imaging inC. elegans (e.g., Mohler, 1999). LSCM is

typically the mode of choice for performing single focal plane photobleaching

experiments (see below). For long-term 4D acquisition in which many focal planes

are acquired, LSCM quickly leads to arrest of embryos. The time required to induce

arrest varies, depending on the ambient temperature and the probe being imaged.

However, in general LSCM is not well suited to long-term viability of embryos

filmed over many hours.
Multiphoton excitation laser scanning microscopy (MPLSM)
Multiphoton laser-scanning microscopy has several potential advantages over

LSCM for live imaging of embryos. MPLSM excites fluorescence using a series

of short, high-energy pulses of near-infrared photons from a mode-locked laser.

MPLSM has a key advantage for live embryo imaging experiments in C. elegans. In

a two-photon microscope the probability of excitation varies as the inverse fourth

power of the distance from the focal plane. Photons are thus only absorbed in a very

small volume centered on the plane of focus, eliminating photobleaching and photo-

damage caused by excitation of fluorophores above and below the plane of focus.

The resulting improvements in viability can be quite dramatic. In our laboratory, C.

elegans embryos expressing a GFP-tagged junctional protein survive for 30–90 min

when imaged using a Bio-Rad 1024 CLSM at low power (10%; J. Hardin, unpub-

lished) but the same embryos can be imaged for many hours using MPLSM

(Raich et al., 1999). An example is shown in Fig. 3 (see K€oppen et al., 2001 for

more details).

http://www.macbiophotonics.ca/imagej/
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Fig. 3 Comparison of Nomarski 4D imaging (A, C, E, G) with the use of DLG-1::GFP as a junctional

marker (B, D, F, H). (A, B) Early dorsal intercalation of epidermal cells. (C, D) Intercalation complete.

(E, F) Early ventral enclosure. (G, H) Ventral enclosure complete. Bar = 5 mm.

(Adapted from Chisholm and Hardin, 2005).
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Although MPLSM can be superior to CLSM for many applications, there are

several issues that can make MPLSM less than optimal. First, the typical MPLSM

device is expensive, placing it out of reach of most individual laboratories. In

contrast, individual labs can often afford disk-scanning confocal microscopes, a

factor that is particularly important for live embryo studies, which often monopolize

microscope time. Second, for fluorophores that emit in the red portion of the visible

spectrum, the wavelengths needed to generate a two-photon event are longer than

those produced by the Ti:Sapphire lasers commonly used in commercial MPLSM

devices. For such probes, Nd::YLF lasers, which emit at 1047 nm, are very effective

(Mohler and White, 1998), but may not be readily available.
Disk-scanning confocal microscopy
For the developmental biologist, spinning disk systems based on Yokagawa scan-

heads are an inexpensive alternative that provides many of the benefits of more

elaborate technologies, such as MPLSM. Because disk-scanning systems use an off-

the-shelf focus motor, CCD, filter wheel, and shutter components, commercial

imaging packages or freeware packages such as Micro-Manager can be used to drive

data acquisition. In our laboratory, disk-scanning technology has largely replaced

both CLSM and multiphoton microscopy for routine 4D data acquisition during

morphogenesis (for examples, see Figs. 4A,B, 5, and 6B,C). The data generated by

spinning disk can also be improved via postacquisition deconvolution, making its Z

resolution comparable to LSCM or MPLSM.
Considerations for optimizing 4D data during morphogenesis
There are several thorough treatments of empirical considerations that lead to

high-quality 4D fluorescence dataset (e.g., Hardin, 2006). Here, we will focus on
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Fig. 4 Imaging of F-actin during morphogenesis. (A, B) F-actin dynamics during ventral enclosure

imaged in a wild-type embryo expressing vab-10::ABD::GFP. Images were acquired using a Perkin-

Elmer UltraView LCI system, with Hamamatsu Orca II-ER camera. The boxed regions in (B) show

extensive actin accumulation between two pairs of ventral epidermal cells. Elapsed time between (A) and

(B) is 1380s. (From Lockwood et al., 2008). (C) Phalloidin staining of an elongated embryo.

Circumferential filament bundles (CFBs) are clearly visible throughout the epidermis. The arrow points

to junctional actin. (FromCosta et al., 1998). (D) A twofold stage embryo expressing VAB-10ABD::GFP.

CFBs are prominent; arrow points to junctional actin. Image courtesy of R. Zaidel-Bar. Bars = 5 mm.
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several key factors affecting 4D fluorescence acquisition during morphogenesis.

First, as with 4D Nomarski imaging, ambient temperature must be controlled care-

fully. The temperaturemust be kept below 25 �C; for long films, a temperature closer

to 20 �C is advisable. This is often not possible in shared user facilities, in which

elevated temperatures suited to tissue culture work are the focus. Second, despite

theoretical calculations of voxel sampling in Z stacks of fluorescent images, it is

typically advisable to acquire very closely spaced optical sections if one is imaging

events in the epidermis. We have found that focal planes spaced 0.5 mm apart or less

are necessary, due to the extreme thinness of the epidermis. Finally, modern lenses

with newer coatings make a significant difference. For very high-resolution filming

of cytoskeletal elements or thin structures, we have found that very high NA lenses

are helpful. In particular, we have found that lenses designed for total internal

reflection microscopy (TIRF), but without the internal optics for TIRF itself, provide
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excellent results, such as recent vintage Nikon NA 1.45 oil immersion ‘‘TIRF’’

lenses.

Ultimately, the choice of a particular imaging modality is largely based on empir-

ical issues, including the type of probe being imaged. We now turn to types of probes

useful for analyzing morphogenesis.
2. Probes for Visualizing Morphogenesis

Introduction
The discovery and widespread use of variants of the green fluorescent protein

(GFP) as a tag for visualizing gene expression and protein localization within living

organisms has revolutionized live embryo imaging, including inC. elegans. Many of

the probes we use routinely for analyzing morphogenetic events are genetically

encoded. However, several other techniques have proven useful for studying mor-

phogenesis in C. elegans.
Junctions
For studying morphogenetic movements in embryos, junction-localized FPs are

extremely useful. Our laboratory used junction-localized FPs to study epithelial

sheet movement inC. elegans early on, and these tools have become standard among

C. elegans researchers. These include AJM-1 (Mohler et al., 1998), DLG-1

(K€oppen et al., 2001), and HMP-1/a-catenin (Raich et al., 1999). Others include

JAC-1/p120ctn (Pettitt et al., 2003) and HMR-1/cadherin (Achilleos et al., 2010).

The use of epithelial junctional markers is particularly useful for following cellular

movements at single-cell resolution during events such as dorsal intercalation,

ventral enclosure, and the early steps of elongation. The use of such markers

provides much clearer views of morphogenetic movements than can often be

achieved with Nomarski microscopy (Fig. 3). We have also found that it is possible

to create transgenic lines expressing more than one FP-tagged junctional marker,

such as dlg-1::dsRed and hmp-1::gfp (Zaidel-Bar et al., 2010). In some cases,

however, especially if two junctional proteins physically interact, coexpression

can lead to artifactual aggregation of proteins (C. Lockwood and J. Hardin,

unpublished).
Actin and tubulin
i.
 Actin

We have employed two basic methods to visualize the F-actin cytoskeleton in

embryos during morphogenesis: (i) phalloidin staining of fixed specimens and

(ii) imaging of the F-actin binding fragment of the spectraplakin, VAB-10, fused



396 Jeff Hardin
to GFP. Since phalloidin staining of F-actin containing structures is such an

important technique for studying epidermal morphogenesis, we provide this alter-

native procedure to that described by Maddox and Maddox in Chapter XX. An

example of an embryo stained with phalloidin to reveal actin-rich structures is

shown in Fig. 4C.
(a)
 Phalloidin staining for analyzing morphogenesis

Method

1. Make solutions and coat ring slides with 25 mL poly-L-lysine.

2. Obtain eggs from adults by bleaching. Make sure to sweep embryos off the

plate using a glass pipette.

a. Hint: It is sometimes advantageous to bleach embryos for a slightly

longer period of time to further weaken the eggshell. This can be done

by allowing the embryos to remain in the bleach solution for another

minute after the worm carcasses have all been dissolved.

3. Wash embryos at least 2�with ddH2O.We find they stick to the slide better

when using water, not M9.

4. Add embryos to ring slides that have been precoated with poly-L-lysine. Let

sit 5–10 min to give embryos time to adhere.

a. Hint: It helps the embryos to adhere when the slide is rinsed with ddH2O

before adding the embryos.

5. Remove the water from the ring slide. The bulk of the liquid can be poured

off into a liquid waste container, if care is taken to avoid mixing embryos

from one ring to another. Use a Kimwipe to gently remove the remaining

liquid.

6. Add 45–60 mL of the fix/permeabilization solution to each ring.

a. Incubate the slides for 20 min in a humid chamber at room temperature.

If there are many embryos, it is advisable to incubate 2–5 min longer.

b. A simple humid chamber can be made by placing wet paper towels in the

bottom of a Tupperware container.

7. Wash slides 2 � 5 min with 1� PBS by adding 70 mL of PBS to each ring

per wash. Remove liquid after each wash as above.

8. Add 60 mL phalloidin solution to each ring.

a. Incubate 1–2 h in a humid chamber at room temperature in the dark (we

usually incubate for 90 min). Alternatively, incubations can be carried

out at 4 �C overnight in the dark, which can reduce background.

9. Wash slides 2 � 5 min with 1� PBS while rotating.

10. Dry off slide using a Kimwipe. Mount by inverting an 18 mm square

coverslip with 8 mL SlowFade over each sample. Seal edges with nail

polish.
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Reagents

Bleach Solutions
1.
 Bleach solution:

a. 0.4 mL bleach

b. 0.4 mL 10N KOH

c. 3.2 mL water
2.
 Fix/permeabilization solution:

a. 200 mL 10% PFA

b. 10 mL 10% Triton X-100 (Sigma) or 5 mL 10 mg/mL lysolecithin in chloro-

form (Sigma). Lyoslecithin is much gentler than Triton, and will preserve fine

structure, but also results in less overall extraction, leading to higher back-

ground signal in some cases. For preserving fine filaments in the epidermis,

lyoslecithin is preferable.

c. 48 mL 0.5 M PIPES (pH = 6.8)

d. 25 mL 0.5 M HEPES (pH = 6.8)

e. 1 mL 1 M MgCl2
f. 10 mL 0.5M EGTA

g. 196 mL ddH2O
3.
 Phalloidin solution:

a. 6 mL 6.6 mM Alexa-488

b. 114 mL 1 � PBS
Other solutions:
1.
 10% PFA

a. 1 g paraformaldehyde

b. 30 mL 5N NaOH

c. 10 mL 60 mM PIPES (1.2 mL 0.5M PIPES + 8.8 mL ddH2O)
Incubate�30 min in 65 �Cwater bath until PFA is dissolved (note: do not exceed

65 �C!)

2.
 10% Triton

a. 1 mL Triton X-100

b. 9 mL ddH2O
Place on a nutator platform to mix thoroughly
3.
 0.5 M PIPES
4.
 0.5 M HEPES
5.
 1 M MgCl2

a. Dissolve 203.3 g of MgCl2�6 H2O in 800 mL of dH2O. Adjust the volume to

1 Lwith dH2O. Dispense into aliquots and sterilize by autoclaving or filtering.

Keep aliquots closed when they are not being used.
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6.
 0.5M EGTA

a. Add 190.175 g ethylene glycol bis(beta-aminoethyl ether) N,N,N0,N0-tetraa-
cetic acid (EGTA) to 1 L of dH2O. Stir vigorously on amagnetic stirrer. Adjust

the pH to 8.0 with NaOH. Dispense into aliquots and sterilize by either

autoclaving or filtering.
7.
 1� PBS

a. 137 mM NaCl

b. 2.7 mM KCl

c. 10 mM Na2HPO4

d. 2 mM KH2PO4
Dissolve 8 g NaCl, 0.2 g KCl, 1.44 g Na2HPO4, and 0.24 g KH2 PO4 in 800 mL

dH2O. Adjust the pH to 7.4 with HCl. Add dH2O to 1 L. Autoclave to sterilize.

(b) VAB-10ABD::GFP and other GFPs: Phalloidin staining is indispensible for

studying the F-actin cytoskeleton during morphogenesis. However, it is not

suitable for capturing rapid, dynamic movements involving the actin cyto-

skeleton. GFP-tagged versions of monomeric subunits of actin, such as act-2

(Willis et al., 2006) can be useful for some purposes, but the GFP likely

affects polymerization dynamics. An alternative approach for in vivo anal-

ysis in living embryo exploits F-actin-binding proteins. Two that have been

used during early development are moesin::GFP (Velarde et al., 2007) and

Lifeact::GFP (Pohl and Bao, 2010). For the study of morphogenesis, the

spectraplakin VAB-10, which contains both actin- and tubulin-binding

motifs, was exploited by the Labouesse laboratory to produce a construct

containing the actin-binding domain (ABD) of VAB-10 tagged with GFP or

mCherry (Gally et al., 2009).We have used this construct to image filopodial

dynamics during ventral enclosure (Fig. 4A,B), as well as circumferential

filaments network and junctional actin during elongation (Fig. 4C, D). Use of

the VAB-10 constructs requires care; we have found that excessive imaging

can lead to lethality in strains containing vab-10ABD transgenes. For short

periods of time, however, these constructs are invaluable for imaging rapid

actin dynamics. In addition, the original vab-10ABD strains are mosaically

expressed. For some applications, this is actually an advantage, but for others

it can be somewhat problematic.

ii Tubulin: Numerous antibodies can be used to visualize tubulin during

morphogenesis, using standard freeze-cracking (Miller and Shakes,

1995). Alternatively, there are several GFP constructs that have been

successfully used to visualize epidermal cells. A particularly useful set

of such constructs have recently been published that use the lbp-1 pro-

moter to drive expression of either tubulin subunits or plus-end tracking

proteins predominantly in epidermal cells. These include Plbp-1::gfp::b-

tubulin and Plbp-1::ebp-1/EB 1::gfp (Fridolfsson and Starr, 2010). These
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should be especially useful for analyzing microtubule dynamics during

morphogenesis.

iii Cell cortex/membranes: Several markers have been particularly useful for

visualizing the cell cortex or membrane. These include a ced-10/Rac::gfp

translational fusion (Liu et al., 2007) and various PH-domain constructs

fused to mCherry or GFP (e.g., Audhya et al., 2005). An example of the

use of ced-10::gfp is shown in Fig. 5. The interested reader is encouraged

to consult the primary references for further details. An alternative tech-

nology for visualizing membranes involves the use of lipophilic dyes, such

as the red dye FM4-64, which has been used to visualize cell fusion in the

dorsal epidermis. Since the eggshell is impermeable to such dyes, they

must be introduced via laser perforation of the eggshell as described

above. In the case of FM4-64, its excitation wavelength requires the use

of fairly specialized lasers if multiphoton excitation is used (Mohler et al.,

1998).

iv Cytosolic markers: To developmental biologists, fusing the coding region of

EGFP to the regulatory DNA associated with a gene of interest (i.e., GFP

‘‘reporter constructs’’) is often used to assess the tissue-specific and temporal

patterns of transcriptional activation of a gene. Such information provides

valuable information about how the expression of a gene is regulated.

However, such transcriptional reporters can also be invaluable for live

embryo imaging for several reasons. First, such reporter constructs result

in the expression of GPF in the cytosol; because GFP is fairly small, these

reporters are capable of percolating into small volumeswithin the cytoplasm,

including fine protrusions extended by cells as they migrate. Second, the

highly specific pattern of expression of some genes allows either many or a

very small number of cells to be visualized against a dark background,
. 5
ressin

ws in

aView

= 5 m
CED-10/Rac::GFP allows imaging of cell cortices during morphogenesis. The same embryo

g ced-10::gfp (Liu et al., 2007) was imaged using fluorescence and Nomarski microscopy. The

dicate the closing ventral gastrulation cleft. Images were acquired using a Perkin-Elmer

LCI system, with Hamamatsu Orca II-ER camera. Images courtesy of R. Zaidel-Bar.

m.
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Fig. 6 Cytosolic markers allow imaging of cell motility and cell movement in embryos. (A, B) Frames

from 4Dmovies of dorsal intercalation in embryos expressing lbp-1p::gfp, which is expressed in a subset of

dorsal epidermal cells. (A) An embryo imaged using two-photon excitation microscopy. z-stacks were

subsequently projected using a maximum intensity procedure. (From Heid et al., 2001). (B) A similar

embryo imaged using a Perkin-Elmer UltraView LCI system (with Yokagawa CSU10 scanhead; images

courtesy of T. Walston). The dataset was subsequently subjected to surface rendering using Volocity

software. Fine protrusions are visible in both cases. It is clear in (B) that the protrusions are wedge-shaped

in the z-dimension. (C) Frames from a 4Dmovie of ventral enclosure in an embryo expressing aPdlg-1::gfp

reporter. Elapsed time in minutes is shown. z-stacks were acquired at 50 s intervals, 20 focal planes/stack;

acquisition time/image, 300 ms. Fine details of protrusions are visible against a dark background using this

particular transcriptional reporter. (Images courtesy of M. Sheffield.) Bar = 10 mm.
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dramatically improving the effective contrast of the specimen being imaged.

Third, imaging cytosolic GFP reporters typically does not cause as much

photodamage aswith GFP translational fusions.We have frequently used two

different markers to image events in the epidermis: Plbp-1::gfp (Heid et al.,

2001) and Pdlg-1::gfp (Sheffield et al., 2007). An example of the former is

shown in Fig. 6A–B, and the latter in Fig. 6C. An extremely useful adjunct to

the use of cytosolic markers is the use of a voxel rendering program, such as

Volocity (Perkin-Elmer). Fig. 6B shows the results this procedure in the case

of intercalation of dorsal epidermal cells. The result is a striking 3D view of

cells as they intercalate.
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3. FRAP

Introduction
In addition to imaging specific structures within embryos during morphogenesis,

fluorescence can also be used to study the dynamics of redistribution of molecules in

embryos using FRAP. GFP can be used very successfully in studies involving FRAP

(Lippincott-Schwartz et al., 2003), which is easily done via repeated scanning of a

selected ROI in the LSCM. FRAP has been used in several contexts in C. elegans,

particularly in one-celled zygotes (e.g., Labbe et al., 2004).
Methods
1.
 Acquiring FRAP data

The acquisition of the raw data to be analyzed in a FRAP is highly dependent on

the apparatus and acquisition software, so it will not be discussed here in detail.

We have been able to successfully photobleach single junctional domains in

embryos undergoing morphogenesis. In our case, these experiments have been

performed using an Olympus Fluoview 1000 with SIM scanner for rapid photo-

bleaching with simultaneous imaging (Fig. 7A,B). In general, the conditions that

allow for successful imaging via laser scanning confocal microscopy pertain. We

have found that single focal planes can be imaged in embryos in agar mounts

quite successfully. We have also found several specific considerations to be

important in performing FRAP during morphogenesis:

a. During morphogenesis, embryos may move/twitch slightly. The bleach zone

ROI must be chosen such that the bleach zone does not move out of the ROI.

For FRAP of junctional GFPs, this can be accomplished by altering the size

and/or aspect ratio of the ROI. Note that as a result, FRAP is practically

limited to early phases of elongation; after this time, embryos twitch toomuch

to make reliable measurements.

b. Embryos in which FRAP is performed at temperatures exceeding 27 �C may

show erratic results. This is likely due to overall sickness of embryos at

elevated temperatures. If possible, filming should occur at �25 �C.
2.
 Analyzing FRAP data: Simplified FRAP analysis using ImageJ

Once obtained, analysis of the recovery kinetics of a bleached region in a FRAP

experiment proceeds along similar lines. There are many options for analyzing

data from FRAP experiments. The technique we describe here is a free, semi-

automated solution suitable for use by undergraduates, and relies on plugins we

have adapted from original Java routines written by Tony Collins, McMaster

University (Collins, 2007). This plugin is available for download from http://

worms.zoology.wisc.edu/research/4d/4d.html. To use, install the plugin by copy-

ing to a convenient directory within the Plugins directory in ImageJ. For more

information, see the ImageJ web site (http://rsbweb.nih.gov/ij/).

http://worms.zoology.wisc.edu/research/4d/4d.html
http://worms.zoology.wisc.edu/research/4d/4d.html
http://rsbweb.nih.gov/ij/
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Fig. 7 Fluorescence recovery after photobleaching (FRAP) analysis of junctional protein mobility. (A)

An embryo expressing hmr-1::gfp immediately prior to bleaching (image courtesy of J. Keegan). (B) The

same embryo after bleaching. The arrow indicates the region that was bleached. Bar = 5 mm. (C) Screen

capture of the output from the ImageJ-based FRAP profiler plugin. The example shown is analysis of

mobility of jac-1::gfp (raw images courtesy of A. Lynch). (For color version of this figure, the reader is

referred to the web version of this book.)
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3.
 Importing data from the confocal microscope

a. Invoke the LOCI Bio-Formats Importer plugin within ImageJ: Many standard

installations of ImageJ, or the package installer based variant of ImageJ, Fiji

(http://pacific.mpi-cbg.de/wiki/index.php/Fiji) may have Bio-Formats

Importer installed, or it can be obtained from http://www.loci.wisc.edu/soft-

ware/bio-formats. The Bio-Formats plugin can read many data formats,

including most raw image formats generated by standard confocal micro-

scopes. We have tested this code using datasets from an Olympus Fluoview

1000 (.oif format files), but the basic approach should work for other types of

datasets.

b. Import the dataset as an image stack into ImageJ: After opening the Bio-

Formats plugin, select a file within the directory containing the dataset, and

import the data. Our setup uses a SIM scanner for photobleaching. The frame

in which the bleach is applied often has high background. This frame can be

deleted. The Bio-Formats plugin also often imports a few extraneous files into

the stack that should be deleted before proceeding.
4.
 Selecting ROIs for FRAP analysis

a. Open the ROI Manager in ImageJ: Once the stack has been opened and

cleaned up, open the ROI Manager [ImageJ!Analyze!Tools!ROI

Manager].

b. Define bleach zone ROI: Navigate to the frame immediately after the bleach

pulse was applied. Select the elliptical marquee tool in ImageJ from the main

ImageJ window, and drag out a ROI that encompasses the bleach region. Once

selected, add it to the ROI Manager list by typing [t].

c. Define control ROI: A second ROI must be selected which serves as a control

for the overall bleaching of the specimen during postbleach filming. This ROI

can be a large region of the embryo. For FRAPof junctions, we typically select

a large, but comparable, region containing the unbleached junctions. Once

selected, add it to the ROI Manager list by typing [t].

d. Select the bleach zone ROI in the ROI Manager list to reselect it.
5.
 Output of the plugin

1. Run the FRAP Profiler plugin [ImageJ!Plugins! (location where the plugin

was installed)]. A dialog will appear with pull-down menus for selecting

various options. These include:

i. Single or double exponential curve fitting. Choose the latter if it appears,

or there is physical reason to suspect, a two-step recovery process.

ii. The real-world time interval between successive images in the movie.

iii. The option to produce an image showing the bleach ROI and the control

ROI overlaid on the first postbleach image.

http://pacific.mpi-cbg.de/wiki/index.php/Fiji
http://www.loci.wisc.edu/software/bio-formats
http://www.loci.wisc.edu/software/bio-formats
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2. The FRAP Profiler plugin generates several windows (Fig. 7C):

i. A log file with the parameters of the curve fit (half-life, immobile frac-

tion, and constants). For a single exponential curve fit, the form of the

equation with constants is p[0]*(1–e (–p[1]*x).

ii. If the option was selected, awindow containing an image showing the two

ROIs.

iii. Graphs of (i) the raw FRAP data; (ii) normalized FRAP data; and (iii) curve

fits of the normalized data, including curves with the first postbleach time

point set as the origin (i.e., t = 0). By clicking the ‘‘List. . .’’ button, the data
in the latter can be exported to a spreadsheet or curve-fitting program for

further analysis.
D. Correlative Fluorescence and TEM During Morphogenesis
(see Sims and Hardin, 2007 for more details)

1. Introduction
This final section describes high-pressure freezing (HPF) techniques for correl-

ative light and electron microscopy on the same sample, starting with embryos

mounted for 4D microscopy. Fluorescence information from a whole mount can

be displayed as a color overlay on transmission electron microscopy (TEM) images

to generate what we have termed fluorescence-integrated TEM (F-TEM) images. An

alternative for postembedding correlative TEM is described elsewhere (Sims and

Hardin, 2007). The method we describe here uses a thin two-part agarose pad to

immobilize live C. elegans embryos for LSCM, HPF, and TEM. Pre-embedding F-

TEM images display fluorescent information collected from a whole mount of live

embryos onto all thin sections collected from that sample. For typical uses in our

laboratory, this method relies on creating a strain with a rescuing array containing a

GFP tagged protein of interest, often rescuing a lethal mutation (e.g., ajm-1;

K€oppen et al., 2001). Embryos that have lost the rescuing transgene arrest.

Alternatively, transgenes can be used as simple markers to identify the genotype

of embryos. Because C. elegans embryos are difficult to fix with conventional

chemical fixation, HPF is the method of choice. The agarose mount we describe

for embryos is used for ultrastructural analysis, using freeze substitution with 1%

osmium and 0.1% uranyl acetate. The agarose pad is made of a thin base of high-

strength agarose. The thin base layer provides the strength and toughness to keep the

mount intact. An agarose pad composed only of low-melting agarose would not hold

the pad together well enough to allow transfer to a HPF specimen carrier.

Additionally, it is necessary for the top agarose layer to be very thin to allow imaging

in a confocal microscope. The method described here is specifically designed to be

used at the conclusion of a 4D experiment. An alternative correlative procedure has

been described elsewhere (Kolotuev et al., 2010).
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2. Materials

General Materials
1.
 Glass slides, glass coverslip (22-mm square), and standard implements for

preparing embryos for agar mounts (see the first section of this chapter).
2.
 High-pressure freezing specimen carriers.
3.
 l-hexadecene. l-hexadecene is used to coat the top specimen carrier to promote

release of carriers after freezing and as filler in the bottom carrier as described

by McDonald (1999)
4.
 High-pressure freezer (we used the BAL-TEC HPM 010).
5.
 Petri dishes to make a humid chamber (95 and 60-mm diam. dishes).
6.
 20-mL scintillation vials for resin infiltration.
7.
 3-Aminopropyltriethoxy-silane, 3-APTS (Sigma, A-3648).
8.
 Agarose (1% gel strength of 1000 g/cm2 or greater for base; Invitrogen, cal. no.

15510-027). The strength of agarose can be tested empirically by making a thin

pad of agarose over a slide. If the entire pad can be lifted off the slide without

tearing, using a razor blade under one corner of the pad, it is strong enough to be

used as a base for the correlative pad.We start with a 5% solution of agarose and

dilute to between 4% and 5% with additional 0.1M HEPES as needed to form

the base pad.
9.
 Low melting temperature agarose (Sigma, A-9539) to immobilize embryos.
10.
 2 mL polypropylene vials with screw cap lids for freeze substitution.
11.
 Styrofoam box, dry ice, rotary shaker in 4 �C cold room. Freeze substitution

using a Styrofoam box has been described by McDonald (1999). We fit the

aluminum block into a tight-fitting piece of Styrofoam, which holds the block in

place as the dry ice sublimes. We do not monitor the temperature during freeze

substitution.
12.
 Disposable polyethylene pipettes (Fisher, cat no. 12-711-7). Any 3 mL or

smaller disposable pipette with its own bulb should suffice. The use of

disposable pipettes for dispensing fixatives avoids contaminating more

expensive pipettes.
13.
 Microtiter plate shaker and smaller Styrofoam box in �20 �C freezer.
14.
 Single-edged razor blade. A single-edged razor blade is used to cut out a small

piece of agarose containing the embryos to fit within the 2mm specimen holder.

The edge of a razor blade or a fine-tipped weighing spatula can also be used to

transfer to the specimen carrier.
15.
 Sharpened tooth picks.
16.
 Rain-X (UnelkoCorp., Scottsdale, AZ) to coat slides for flat embedding. Two

standard 1 � 3-inch microscope slides are coated with Rain-X or Teflon release

agent using a cotton tipped applicator or Kimwipe. Coat each slide 3� and buff

clear with a Kimwipe. This coating prevents the epoxy resin from gluing the

slides together.
17.
 Clear acetate tape (Scotch brand or similar) for use as a spacer.
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18.
 Richardson’s stain for thick sections. To prepare, make: A. 1% methylene blue

in 1% borax (w/v in dH20) and B. 1%Azure II in dH20.Mix equal volumes of A

and B and apply to sections with a syringe equipped with a syringe filter to

remove precipitates.
Media
1.
 Use 0.1 HEPES (N-Hydroxyethylpiperazine-N0-2-ethanesulfonate) buffer to pre-
pare agarose. A stock solution of 1MHEPES buffer is prepared by the addition of

a solution of HEPES acid to a solution of HEPES base (sodium salt): 13.01 g of

HEPES sodium salt is added to 50 mL of dH2O.
2.
 The freeze substitution medium is 1% osmium tetroxide with 0.1% uranyl acetate

in acetone (McDonald, 1999). Briefly, to prepare 25 mL of 1% osmiumwith 0.1%

uranyl acetate, cool 24 mL of EM-grade acetone in a disposable 50 mL polypro-

pylene tube on crushed dry ice. If pure OsO4 crystals are not consolidated in the

bottom of the vial, freeze the unopened vial of solid osmium in liquid nitrogen.

Osmium crystals will fall to the bottom of the ampule. Add 1 to 2 mL of the cold

acetone to the ampule, mix, and add back to the 50 mL tube of acetone on dry ice.

Repeat until all of the osmium is dissolved in 25 mL of acetone. Add the UA in

methanol (0.025 g UA in 1 mL of methanol) to the acetone, keep cold on dry ice.

Add 1 mL of freeze substitution mix (1% osmium tetroxide with 0.1% uranyl

acetate in acetone) to each 2 mL substitution vial and freeze in liquid nitrogen.
3. Methods
a.
 An Agarose Mount for Live Embryos

i. A thin (high-strength) agarose pad is formed over a standard glass micro-

scope slide. Agarose is dissolved in 0.1M HEPES (neutral pH) buffer to a

final concentration of 4% to 5%. The thickness of the pad can be controlled

by adding a single layer of cellulose tape over two slides on either side of the

slide to be coated. Add 100 mL of melted agarose to the top of the center slide

and compress the hot agarose to the thickness of a layer of Scotch tape

(approximately 60 mm) with a fourth slide resting on the two adjacent

tape-covered slides. Allow the agarose to solidify before sliding the top slide

off. Place the slide with the agarose pad in a humid chamber. A humid

chamber can be made by placing a 25-mm diameter Petri dish inside a 95-

mm Petri dish and adding water to cover the bottom of the large dish.

ii. C. elegans embryos are obtained by cutting open gravid hermaphrodites in a

watch glass filled with distilled water as described for standard agar mounts.

Only one group of approximately 10 embryos should be used. This grouping

typically fills the field of view when using a 60–63� objective. Larger

groups of embryos are impractical and difficult to navigate in the TEM.

iii. Place 70 mL of 5% low melting temperature agarose dissolved in 0.1M

HEPES along one edge of the agar pad. Quickly position a glass coverslip
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over the low-melt agarose to spread it out before it solidifies. Spacers can be

used on either side of the slide to obtain the correct thickness. Use the edge of

a slide resting on two spacer slides on either side of the slide containing

embryos to apply pressure to the coverslip and compress the agarose to a

uniform thickness. Ideal mount thickness is 100 mm, which is the thickness

of the smallest HPF specimen carrier configuration. To obtain agarose of the

right consistency, heat the low melting temperature agarose to boiling in a

glass test tube. The agarose is most easily dispensed by cutting 5–10 cm off the

end of a yellow pipette tip and preheating the tip by rotating in the hot agarose.

Fill the tip with 70 mL of hot agarose and then dispense the agarose in a line

along the edge side of the slide, over the high-strength agarose. The actual

volume of agarose dispensed on the pad is less than 70 mL, as about half (or
more) of the agarose stays in the tip. Use the 70 mL as a starting point and

adjust as needed. This small volume cools rapidly, so the coverslip must be

quickly placed over the low melting temperature agarose and gently pressed

down to spread a thin layer of agarose around the embryos. Amicroscope slide

turned on edge can be used to apply pressure to the coverslip on either side of

the embryos but not directly over the embryos. The top layer of agarose is

thinner than the high melting temperature agarose used tomake the base. If the

mount is too thick, embryos will be beyond the focal depth of the confocal

microscope, making it impossible to acquire a fluorescent image. Note that

covering embryos with hot low melting temperature agarose does not work

with embryos that have been bleached, because they are too fragile.

iv. Seal the edges of the slide with Valap to prevent dehydration.

v. Acquire a focal series through the group of embryos at 1 mm intervals using

the appropriate excitation wavelength (488 nm for GFP). A transmitted light

image can be acquired simultaneously with each fluorescent image of GFP

expression. In our experiments, embryos must attain a minimum age to be

able to identify ‘‘mutant’’ from rescued embryos. The transmitted light image

can be used to confirm the developmental stage of embryos.
b.
 HPF and Freeze Substitution

i. Configure HPF specimen carriers to provide a 100- or 200-mm deep well.

To allow access to the agarose-immobilized embryos, scrape the Valap off

the slide (which has already been imaged in a confocal microscope), and

push the coverslip horizontally off the agarose pad using a single-edged

razor blade. Cut out a small square of the agarose including the embedded

embryos (maximum size is 2 mm diameter) and transfer this small pad to a

bottom specimen carrier using a razor blade. The agarose pad can be

pushed into a specimen carrier using a sharpened toothpick that has been

coated with 1-hexadecene to keep the toothpick from adhering to the

agarose pad. Loading tiny samples into specimen carriers becomes a battle

with surface tension. Adhering carriers to the tops of Petri dishes with

double stick tape holds carriers in place during the loading process. Double
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stick tape is available in two types: ‘‘permanent’’ and a less aggressive

‘‘removable’’ (Scotch 667 from 3M). The less aggressive tape holds car-

riers without having to fight to remove them for loading in the freezing

holder, just prior to freezing. The specimen carrier can be filled with

bacteria and 1-hexadecene.

ii. HPF is preformed in a BAL-TEC HPM 010. Readers unfamiliar with HPF

and general issues related to successful specimen preparation should consult

McDonald (1999), including filling of specimen carriers, removal of the

specimen holder, and separation of specimen carriers.

iii. The use of a brass bottom and aluminum top (or vice versa) allows for quick

identification of the bottom carrier, which is transferred, while under LN2, to

a polypropylene freeze substitution vial filled with frozen 1% osmium tetrox-

ide and 0.1% uranyl acetate in acetone. The vial is capped and transferred to

an aluminum block also cooled in liquid nitrogen.

iv. The empty holes in the aluminum block are filled with liquid nitrogen and the

block is wrapped in aluminum foil and packed with crushed dry ice in a

Styrofoam box taped to a rotary shaker. The box is shaken at 100 rpm for 3 to

4 days at �80 �C.
v. Shake vials on a microtiter plate shaker at 100 rpm for 2 to 3 days at�20 �C.
vi. Warm to 4 �C overnight, transfer to room temperature, and rinse with three to

four changes of dry acetone. Agarose blocks can usually be identified by the

presence of the embryos.
c.
 Epoxy Infiltration and Polymerization for Agarose-Embedded Embryos

i. Transfer freeze substituted specimens into 20-mL scintillation vials (wash

and oven dry) containing 30% Epon in acetone (EM grade) rotating on a

rotary mixer for 4 h to overnight at room temperature.

ii. 50% and 75% Epon in acetone for 2 h each at room temperature.

iii. Three changes of 100% Epon for 1 h each at 50–60 �C.
iv. Transfer the resin-infiltrated agarose pad to a Rain-X or Teflon coated slide

with some fresh resin. Place two thicknesses of Parafilm on both ends of the

slide as a spacer and place a second coated (Rain-X) slide over the Epon-

infiltrated agarose.

v. Polymerize on a flat surface in a 60 �C oven for 24 to 48 h.

vi. Remove the resin from between the slides, rough up one side by scraping a

razor blade across the surface, and mount/glue on a blank Epon block for

sectioning.

vii. One side of the now polymerized agarose pad containing embryos is

roughed up to remove residual Rain-X or Teflon release agent and to

increase the surface area for adhesion to an Epoxy blank. The small sample

piece can be attached to the blank using glue or additional Epoxy resin

followed by polymerization in a 60 �C oven. This orients the embryos

parallel with the cutting plane to obtain a similar orientation in the TEM

as the view already obtained by LSCM.
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Fig. 8 (A) A transmitted light image of live ajm-1(ok160);ajm-1::gfp embryos embedded in agar. An embryo lacking ajm-1

function has developed a characteristic vacuole (arrow). (B) A maximum intensity projection of AJM-1::GFP expression in the

same embryos. Transmitted light and fluorescent images were obtained simultaneously on a Bio-Rad 1024 confocal using

488 nm excitation. Embryos that have lost the transgene can be easily distinguished from those that express it. (C) ATEM image

of the same embryos after HPFand embedding in Epon. The fluorescence signal can be superimposed on the low-magnification

transmission electron micrograph. The inset shows the small area within the box. The arrow points to epithelial cell membrane

separations associated with the loss of ajm-1 function. Bar = 5 mm. (For color version of this figure, the reader is referred to the

web version of this book.)
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viii. Cut 0.5-mm sections and place on 3-APTS coated coverslips. To coat 12-mm

round coverslip with 3-APTS: clean 12-mm round coverslips in detergent

solution. Rinse 10� in dH2O. Dehydrate using three changes in absolute

ethanol. Coat slides in 2% solution of 3-APTS in dry acetone for several

minutes. Rinse twice in dH2O. Spread out coverslips on clean filter paper and

dry at room temperature. Stain thick sections with Richardson’s stain. Rinse

coverslips gently after staining with distilled water. Cut thin and/or semithin

sections after embryos are detected in thick sections by light microscopy.
d.
 TEM

Collect thin sections on formvar-coated slot grids to provide an unobstructed

view of an entire section. Stain thin and ultrathin sections for 10–20 min in 1%

aqueous uranyl acetate, followed by 3 min in Reynolds’ lead before viewing in a

TEM. Thinner sections may require longer staining times. Largemontage images

can be collected manually and ‘‘stitched together’’ in Photoshop (Adobe) or

collected and montaged automatically with analySISTM or similar software.

When comparing different embryos within the same mount, it is helpful to make

a map using a transmitted light image of the embedded group of embryos.

Number the ‘‘mutant’’ and rescued embryos to keep track of higher magnifica-

tion images. Because a TEM image may be a mirror image of the transmitted

light image, flip the image in Photoshop with the same numbering scheme to be

prepared for either orientation.
e.
 Overlaying Correlative Microscopic Images

A single transmitted light image is typically chosen from the multiple focal

planes acquired based on features of interest that were in focus. The fluorescent

image is a brightest point z projection (ImageJ) of all fluorescent images

acquired. Because embryos are alive at the time of image capture, and hence

may be moving, the fluorescent image(s) may be blurred. The detection of GFP

confirms the presence of the rescuing DNA and definitively identifies the geno-

type of embryos. Confocal fluorescent and transmitted light images are manip-

ulated with ImageJ and Adobe Photoshop. LSCM images are prepared using

ImageJ. Some of the light (LSCM) and EM images collected may be mirror

images of each other; they can be corrected in Photoshop. LSCM and TEM

images are aligned starting with the TEM image, which usually contains more

pixels. Fig. 8 demonstrates the results of this correlative method.
III. Summary
C. elegans embryos are a powerful model system for imaging detailed cell move-

ments, intercellular dynamics, and the overall shape changes that occur during

morphogenesis.With thewidespread use of genetically encoded fluorescent markers

and the ability to perform correlative electron microscopy on transgenic embryos,

the virtues that originally led to the selection ofC. elegans as a model organism have

been expanded. In the future, other extensions of live imaging, such as in vivo
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fluorescence resonance energy transfer (FRET) and super resolution microscopy

will be added to the routine repertoire of developmental biologists using C. elegans

to study morphogenesis.
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Abstract
The complete known anatomical connections of C. elegans nervous system have

provided researchers ample opportunities to discover fundamental principles under-

lying neuronal development. Transgenic labeling with fluorescent proteins in

neuronal cells has had an unparalleled impact on our ability to visualize cellular

architecture and dynamics. In this chapter, we summarize the common methods and

guidelines for dissecting the molecular and cellular mechanisms controlling nervous

system formation. We end with a brief description of several applications that

illustrate the use of these methods.
I. Introduction

A. Overview of Nervous System Anatomy
The nervous system is the most complex organ of Caenorhabditis elegans. An

adult hermaphrodite has 302 neurons and 56 glial cells, which make up almost 40%

of the somatic cells. An adult male has 383 neurons, 294 of which are common with

hermaphrodites and 89 are specific to males. The structure of the hermaphrodite

nervous system was described in unprecedented detail using electron microscopic

serial reconstruction (White et al., 1986). The structure of the male nervous system

has also recently been completed by David Hall and Scott Emmons (personal

communication). In hermaphrodites, 20 neurons reside in the pharynx, forming

the pharyngeal nervous system, and 282 neurons are spatially organized into ganglia

and nerve bundles forming the somatic nervous system (Fig. 1A). Based on mor-

phology and position, the 302 neurons are classified into 118 types, and neurons of

the same type usually exhibit two-, four-, or sixfold symmetry along the body axis

(White et al., 1986). The Wormatlas (http://www.wormatlas.org) provides accurate

illustrations of individual neurons and up-to-date information on the function and

molecular composition. Recent findings have now revealed functional and molec-

ular differences between neurons in the same morphological group.

The soma of the majority of sensory neurons and interneurons are located in the

ganglia in the head and tail. Each ganglion is surrounded by the basement mem-

brane. The nerve processes of sensory neurons, interneurons, and anterior motor

neurons form the major neuropil in the head, called the nerve ring, or the ‘‘brain,’’

where extensive information processing occurs (Fig. 1 A). The ventral nerve cord

(VNC) consists of a linear array of motor neuron soma and nerve processes of

interneurons and motor neurons (Fig. 1A, B). The dorsal nerve cord is primarily

composed of nerve processes of the motor neurons (Fig. 1A). The motor neurons

provide excitatory and inhibitory input to body wall muscles. The peripheral sensory

neurons include mechanosensory neurons and a few other neurons; their somas

reside at various lateral positions along the body, and extend axons singly or as a

small bundle (Fig. 1 A). The 56 glial cells are divided into three classes: sheath

(24 cells) and socket (26 cells) cells reside in the head ganglia and surround the

http://www.wormatlas.org/
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Fig. 1 Overview of the C. elegans nervous system. (A) The C. elegans nervous system visualized by a

pan-neuronal GFP. This image is courtesy of Dr. Harald Hutter. (B) Ultrastucture of the ventral nerve cord

(VNC), shown as an electron micrograph of cross-section. This image is adapted with permission from

White et al. (1986). (C) GFP labeling of the GABAergic motor neurons (Green arrowheads mark the

ventral cord neurons); the image is adapted with permission from Knobel et al. (2001). (D) An electron

micrograph of the ultrastructure of a chemical synapse between a motor neuron and muscle cell. This

image is adapted with permission from Nakata et al. (2005). (E) An electron micrograph image of the

ultrastructure of a gap junction between a hypodermal cell and excretory cells. This image is adapted with

permission from Chuang et al. (2007). (For color version of this figure, the reader is referred to the web

version of this book.)
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dendrites of the amphid and phasmid sensory neurons, and GLR cells (6 cells) are

located near the nerve ring and form a thin cyclindrical sheet between the pharynx

and the nerve ring. Recent studies have shown that these glial cells play important

roles in the development and maintenance of the nervous system (Shaham, 2006).

Within the nerve ring or bundle, nerve processes are positioned in a stereotypical

neighborhood pattern. An example is shown in Fig. 1C, which shows the position and

axonal trajectory of the GABAergic motor neurons. Chemical synapses are formed en

passant between specific partners, either along the entire nerve or at defined regions
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(Fig. 1 D). Gap junctions, or electrical synapses, are formed between selective

neuron–neuron, neuron–muscle, or neuron–glial partners (Fig. 1 E). Reanalysis of

the original EMmicrographs have recently identified close to 7000 chemical synapses

and 500 gap junctions; a web-based interactive wiring diagram is found on http://

www.wormatlas.org/neuronalwiring.html. The cellular complexity and anatomical

details make the C. elegans nervous system an ideal model system to study neuronal

development in vivo at the resolution of single-cell and single-synapse.
B. Overview of Nervous System Development
All neurons are descendants of the founder cell AB. Individual neurons are

produced in an invariant lineage fashion. The identity of a neuron is determined

based on the position, axon morphology, and unique features such as neurotrans-

mitter type, dye-filling ability, and distinct molecular labels. Questions concerning

nervous system development of the nervous system generally fall into several

categories, reflecting the developmental sequences of a neuron (Fig. 2). The early

steps of neuronal development concern neurogenesis and specification of neurons.

The late steps address neuronal differentiation, which include a series of events from

neuritogenesis, polarity determination, axon path finding or guidance, to synapse

formation. Recently, the maintenance and plasticity of the nervous system have also

emerged as a fascinating topic in the analysis of neuronal development.

Early approaches to the analysis of neuronal development relied heavily on

lineage studies using Nomarski microscopy, combined with labeling methods such

as dye filling and antibody immunostaining. Morphological changes in genetic
[(Fig._2)TD$FIG]

Fig. 2 Illustration of themajor steps of development from a neuronal precursor cell to a mature neuron.

(For color version of this figure, the reader is referred to the web version of this book.)

http://www.wormatlas.org/neuronalwiring.html
http://www.wormatlas.org/neuronalwiring.html
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mutants were correlated with behavioral defects, such as locomotion and chemo-

taxis. Ultrastructural examination was particularly instrumental to deciphering ana-

tomical disruptions. These studies provided ground-breaking discoveries in the

development of the nervous system, such as identifying UNC-6/Netrin axon guid-

ance pathway, and discovering regulators of neuron specification.

The introduction of green fluorescent protein (GFP) from Aequorea victoria as a

noninvasive in vivo reporter revolutionized the research in C. elegans (Chalfie et al.,

1994).Nearly all neurons and their molecular components or cellular compartments

can be visualized using a plethora of transgenic fluorescent protein reporters in live

animals. Combined with the awesome power of genetic analysis, C. elegans is a

prime system for elucidating the molecular and functional logic of neuronal circuits.

In this chapter, we summarize the general strategies for transgenically labeling

neurons and cellular compartments, and provide guidelines for genetically dissect-

ing genes and pathways controlling neuronal development.
II. Strategies for In Vivo Labeling of Neurons and
Compartments
Rationale: The transparency of C. elegans and the ease of making transgenic

animals offer great advantages for in vivo labeling of cells, tissues, and cellular

components. The starting point to study the development of neurons of interest is to

learn about the position, morphology, and unique features of the neurons. This

entails the understanding of the cell lineage that generates the neurons and finding

the promoters or regulatory DNA sequences that are selectively active in these

neurons. Nearly every neuron in C. elegans can be labeled using promoter (see

supplemental table in Chelur and Chalfie, 2007). Since the initial use of GFP, there

are now over 58 fluorescent protein reporters (XFPs) that can be excited from awide

range of wavelengths and emit different colors. The most commonly used XFPs in

C. elegans are GFP, YFP, CFP, mCherry, and more recently, tdTomato and

mStrawberry. The preference for transgenic labeling is based on the question of

interest, from simple promoter reporters to complex labeling of proteins and orga-

nelles. Below, we summarize the common strategies.
A. Constructing Transgenic Reporters to Visualize Neuronal Morphology
The general design of reporter constructs began with Andy Fire’s toolkit in the

1990s (Fire et al., 1990). XFP coding sequences are optimized for the starting ATG

and codon usage and inclusion of synthetic introns.Multiple cloning sites at 50 and 30

allow for insertion of promoters, making fusion proteins, or attaching 30 untranslated
regions (30UTR) (Fig. 3 A). Most Fire vectors contain the 30 UTR of the unc-54 gene

for stable mRNA production. These basic features have recently been transposed

into the recombinase-based Gateway cloning system (www.invitrogen.com).

Practical issues to consider when designing a reporter construct are: strength and

http://www.invitrogen.com/
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Fig. 3 Overview of reporter construction strategies. (A) A simple construction scheme for labeling

neurons. (B) The Cre-LoxP strategy for labeling and manipulating unique neurons; This illustration is

based on Macosko et al. (2009). (C) The reconstituted GFP method. This illustration is based on

(Zhang et al., 2004). (D) The GFP reconstitution across synaptic partners (GRASP) method. This

illustration is based on Feinberg et al. (2008). (For color version of this figure, the reader is referred to

the web version of this book.)
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specificity of the promoter, type of fluorescent protein reporters, choice of 30 UTR,
forms of DNA for transformation (circular plasmids or linear DNA fragments), and

method of generating transgenic worms. The following is a general guideline for

making transgenic worms to label neurons by XFP.
(1)
 Reporter construction:

(a) Choose a neuronal promoter: To label a specific neuron, one needs to find a

promoter that can be strongly activated in the target neuron, but not in

others. In C. elegans, most promoters refer to a few hundred base pairs to

3–5 kilobases of sequences 50 to the starting ATG. Extensive information

regarding tissue and cell specificity of many promoters is provided in

wormbase and C. elegans modENCODE (Celniker et al., 2009; Gerstein

et al., 2010). For neuron-type specific promoters, a good place to start is the

supplemental table in Chelur and Chalfie (2007).

(b) Choose a reporter: Almost all fluorescent proteins are suitable for labeling

neurons. One usually begins with GFP, as it expresses well in most cells and

rarely forms aggregates. Most XFP reporters are usually stable. For analyz-

ing dynamic regulation, several modifications help to destabilize fluores-

cent proteins. For example, the PEST domain is a target of the ubiquitin

proteasome system (UPS), and experiments showed that adding the PEST

domain to the C-terminus of GFP greatly reduces the half life of GFP (Frand

et al., 2005; Li et al., 1998). Similarly, tagging GFP with a ubiquitin E3

ligase Ring finger domain can destabilize GFP (Bounoutas et al., 2010;

Poyurovsky et al., 2003)

(c) Choose a 30 UTR: The 30UTR plays important regulatory roles in gene

expression. For stable and high-levels of expression, one of the most used

30UTRs is from the unc-54 myosin gene. Increasing evidence shows that

important regulatory information may also be conveyed by the gene-spe-

cific 30 UTR. In general, one relies on cDNA clones to identify 30 UTRs. A
recent genomic study has revealed extensive 30 UTR variants for a given

gene (Mangone et al., 2010), and a search in wormbase is always helpful

when deciding which 30UTR to include in a reporter design.
(2)
 Making transgenes:

(a) Forms of DNA: Both circular plasmids and linear DNA fragments (such as

amplified by PCR) work well in generating transgenic worms. In traditional

germ line transformation procedure, the transgene expression levels can be

controlled by the concentration of DNA (Mello et al., 1991). Recent studies

have suggested that using vector-free DNA fragments may improve transgene

expression levels and tissue specificities (Etchberger and Hobert, 2008).

(b) High-copy expression of transgenes by germ line transformation: The most

common method to generate transgenic worms is microinjecting DNA of

interest into the gonads of young adult hermaphrodites (Mello et al., 1991).

DNA usually forms extrachomosomal arrays that are stably transmitted, but



Table I
Stable transgenic lines for labeling neurons

Alleles Plasmids Neurons Linkage Reference

akIs3 Pnmr-1::GFP AVA, AVD, AVE, and PVC LGX (Zheng et al., 1999)

bwIs2 Pflp-1::GFP AVK LGII (Much et al., 2000)

evIs82 unc-129::gfp DA/DB neuron LGIV (Lim et al., 1999)

evIs111 Prgef-1::GFP Pan-neuronal LGIII (Pilon et al., 2000)

gmIs18 Pceh-23::GFP AIY BAG ASI ADL AWC ASE

AFD ASH ASG

LGX (Frank et al., 2005)

hdIs26 Psra-6::DsRed2Podr-

1::GFP

PVP LGV (Hutter, 2003)

hmIs4 Pdes-2::GFP PVD (Oren-Suissa et al., 2010)

jcIs1 Pajm-1::GFP PVD LGIV (Mohler et al., 1998)

juIs73 Punc-25::GFP DDVD RME LGIII (Hallam et al., 2000)

juIs76 Punc-25::GFP DDVD RME LGII (Huang et al., 2002)

kyIs4 Pceh-23::GFP AIY BAG ASI ADL AWC ASE

AFD ASH ASG

LGX (Forrester and Garriga, 1997)

kyIs5 Pceh-23::GFP AIY BAG ASI ADL AWC ASE

AFD ASH ASG

LGIV (Zipkin et al., 1997)

kyIs8 Pceh-23::GFP AIY BAG ASI ADL AWC ASE

AFD ASH ASG

LGI (Lundquist et al., 2001)

kyIs104 Pstr-1::GFP AWB LGX (Sagasti et al., 1999)

kyIs136 Pstr-2::GFP AWCON LGX (Troemel et al., 1999)

kyIs140 Pstr-2::GFP AWCON LGI (Troemel et al., 1999)

kyIs170 Psrh-220::GFP ADL LGI (Chang et al., 2006)

kyIs179 Punc-86::GFP HSN neurons LGIV (Shen and Bargmann, 2003)

kyIs258 Podr-1::DsRed; Pofm-

1::GFP

AWCON AWCOFF LGX (Vanhoven et al., 2006)

kyIs262 Punc-86::myr GFP;

Podr-1::dRed

HSN, AWC ASI AWBASK ASJ LGIV (Chang et al., 2006)

kyIs323 Pstr-2::GFP, Punc-122::

GFP

AWCON AWCOFF LGII (Bauer Huang et al., 2007)

kyIs408 Pstr-2::dsRed2; Psrsx-

3::GFP

AWCON AWCOFF LGII (Lesch et al., 2009)

mgIs18 Pttx-3::GFP AIY LGIV (Duerr et al., 1999)

mgIs25 Punc-97::GFP Touch neurons (Hobert et al., 1999)

muIs32 Pmec-7::GFP Touch neurons LGII (Pujol et al., 2000)

ntIs1 Pgcy-5::GFP ASER LGV (Sarafi-Reinach et al., 2001)

nuIs1 Pglr-1::GFP AVG AVJ DVC PVC PVQ RIG

RIS RMD RME

LGX (Hobert et al., 1999)

nuIs63 Pceh-24::GFP (Mehta et al., 2004)

nuIs208 Punc-129::GFP Motor neurons (Sieburth et al., 2007)

otIs3 Pgcy-7::GFP ASEL LGV (Tsalik and Hobert, 2003)

otIs6 Plim-6prom::GFP ASG AWA (Chang et al., 2003)

otIs7 Pzig-2::GFP ASI (Altun-Gultekin et al., 2001)

otIs14 Pzig-3::GFP AIM ASI (Altun-Gultekin et al., 2001)

otIs24 Psre-1::GFP ADL (Sarafi-Reinach et al., 2001)

(Continued)
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Table I (Continued)

Alleles Plasmids Neurons Linkage Reference

otIs33 Pkal-1::GFP AIY, AIZ, RID, M5, ASI,

motorneurons, midbody

neurons HSN, CAN, PVM,

DVB, DVC, PDB

LGIV (Altun-Gultekin et al., 2001)

otIs39 Punc-47D::GFP PVT LGII (Tsalik and Hobert, 2003)

otIs45 Punc-119::GFP Pan-neuronal LGV (Altun-Gultekin et al., 2001)

otIs62 Psra-11-3::GFP AIYAVB (Altun-Gultekin et al., 2001)

otIs85 PF59B2.13::GFP PVT (Aurelio et al., 2003)

otIs90 Ppin-2::GFP PVT (Aurelio et al., 2003)

otIs92 Pflp-10::GFP AIM ASI AUA BAG BDU DVB

PQR PVR URX

LGV (Mehta et al., 2004)

otIs114 Plim-6prom::GFP ASG AWA LGI (Chang et al., 2006)

otIs123 Psra-11-3::GFP AIYAVB (Altun-Gultekin et al., 2001)

otIs125 Pflp-6::GFP ASE AFD ASG PVT LGX (Chang et al., 2006)

otIs131 Pgcy-7::RFP ASEL (Chang et al., 2006)

otIs151 Pceh-36::dsRed2 AWC ASE LGV (Johnston and Hobert, 2003)

otIs173 Prgef-1::dsRed2 Pan-neuronal LGIII (Boulin et al., 2006)

oxIs12 Punc-47::GFP GABAergic neurons LGX (McIntire et al., 1997)

oyIs14 Psra-6::GFP PVQ PVP LGV (Sarafi-Reinach et al., 2001)

oyIs17 Pgcy-8::GFP AFD LGV (Sarafi-Reinach et al., 2001)

oyIs44 Pord-1::dsRed AWC LGV (Lanjuin et al., 2003)

oyIs45 Pord-1::YFP AWC LGV (Bacaj et al., 2008)

oyIs51 Psrh-142::YFP ADF LGV (Ortiz et al., 2006)

rhls4 Pglr-1::GFP AVA AVB AVD AVE PVC LGV (Lim et al., 1999)

syIs63 Pcog-1::GFP ADL, ASE, and ASJ (Palmer et al., 2002)

syIs73 Pcog-1prom::GFP ASE (Chang et al., 2003)

uIs25 Pmec-18::GFP Touch neurons (Schaefer et al., 2000)

vtIs1 Pdat-1::GFP ADE PDE CEPV CEPD LGV (Nass et al., 2002)

wyIs75 Punc-47l::RFP; Pexp-

1::GFP

DA neurons (Poon et al., 2008)

zdIs1 Pceh-23::GFP AIY BAG ASI ADL AWC ASE

AFD ASH ASG

neurons

LGIV (Chang et al., 2006)

zdIs4 Pmec-4::GFP Touch neurons LGIV (Christensen and Strange, 2001)

zdIs5 Pmec-4::GFP Touch neurons LGI (Hao et al., 2001)

zdIs13 Ptph-1::GFP HSN LGIV (Clark and Chiu, 2003)

zdIs21 Pzag-1::GFP neurons in head and tail ganglia LGIV (Clark and Chiu, 2003)
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have variable expression levels and mosaic patterns. For stable expression,

transgenic extrachomosomal arrays are often integrated into the genome

through mutagenesis by UV, X-ray, or chemical mutagens. Expression

levels of transgenes may be modified following integration, the cause of

which is not fully understood. Table I lists many published stable transgenic

fluorescent proteins lines that label different types of neurons.
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(c) Low-copy expression of transgenes by microparticle bombardment: This

method has been widely used to generate integrated transgenes, especially

for gene expression in early embryos and the germ line. With this technique,

DNA is bound to gold particles and shot into worms using a biolistic bom-

bardment instrument or gene gun (Biorad). The integrated transgenes usually

contain only a few copies of the DNA of interest (Praitis et al., 2001).

(d) Single-copy expression of transgenes by Mos-mediated integration: MosSci

(Mos1mediated single-copy transgene insertion) was developed based on the

demonstration that the Drosophila Mos transposon is active in C. elegans

(Bessereau et al., 2001). Mos1 encodes a transposase that is not present in the

genetic background of C. elegans. Transposition is induced by coexpressing

Mos1 transposase and theMos1 transposon. MosSci has becomewidely used

for making single-copy integration of transgene. The insertion sites of the

transgene are fixed by the Mos sites and can be found in Fig. 2 and

Supplemental methods of Frokjaer-Jensen et al. (2008). A slight limitation

of single-copy insertion is that the expression level of the reporter is not

sufficiently high to be observed in visual inspection. Conceivably, manipu-

lating the strength of the promoters or copy numbers ofXFP tagcould increase

the expression levels for such single-copy insertion of transgene reporters.
B. Labeling Neuronal Proteins and Subcellular Structures
Cytosolic free GFP labeling reveals the overall morphology of the neuron, and

allows assessment of neuronal fate and differentiation. Because neurons are polar-

ized cells, an area of intense study in neuronal development is how polarity of

neurons is determined, and how a compartment is established. Most proteins can

be tagged with XFP while maintaining their physiological functions. Additional

modifications can make tagged proteins to be further useful for revealing the

dynamics of subcellular compartments. The ease of observing tagged proteins in

liveworms hasmadeC. elegans a primemodel organism to investigate themolecular

pathways regulating the subcellular structure formation.
(1)
 Labeling proteins: fluorescent proteins are usually added to the N- or C-termi-

nus, or occasionally the middle of the protein of interest. The principle for

selecting the tagging position is that fusion proteins should retain similar func-

tions to endogenous proteins. Besides regular XFP as tags, photoactivatable or

photoconvertible fluorescent proteins can also be used as tags to observe dynam-

ics of proteins (such as: transport, translation, and degradation) (Matsuda et al.,

2008; Patterson and Lippincott-Schwartz, 2002; Yampolsky et al., 2008).
(2)
 Labeling subcellular structures: Subcellular structures such as the Golgi, the

nucleus, and synapses have unique protein and lipid constituents. For example,

the hallmark of synapses is that synaptic vesicles are clustered near active zones

at presynaptic terminals, and receptors are concentrated at the postsynaptic

region (Jin, 2005; Zhai and Bellen, 2004). The initial success of labeling



Table II
Transgenic lines for label

Transgenic

worms

Plasmids

hpIs3 Punc-25-GFP

jsIs1 Psnb-1::snb-

jsIs37 Pmec-7::snb

jsIs42 Punc-4::snb-

juIs1 Punc-25::snb

kyIs105 Pstr-3::snb-1

kyIs235 Punc-86::snb

Punc-4::

kyIs439 Podr-3::GFP

3::mCher

kyIs442 Podr-3::GFP

3::mCher

kyIs479 Punc-25::GF

Punc-25:

nuIs24 Pglr-1::GLR

nuIs152 Punc-129::sn

nuIs125 Pglr-1::snb-1

nuIs283 Punc-25::RF

3::GFP G

oxIs22 Pmyo-3::GF

wyIs45 Pttx3::GFP:

wyIs85 Pitr-1 pB::G

wyIs92 Pmig-13::snb

wyIs109 Pmig-3::CFP

13::snb-1

13::sng-1
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presynaptic terminals using SNB-1:: GFP (Nonet et al., 1998) has led to the

generation of multiple labeling of different synaptic domains using fluorescent

fusion proteins. Table II lists many well-characterized transgenic lines that label

presynaptic terminals and postsynaptic sites of different neurons.
C. Complex Strategy for Labeling and Manipulating Unique Neurons
Finding promoters that are activated in multiple neurons is usually straight for-

ward, while it remains challenging to obtain promoters that are uniquely specific for
ing neurons synapses and compartments

Labeled neurons Linkage Reference

::SYD-2 DD VD neurons presynaptic active

zones

LGX (Yeh et al., 2005)

1::GFP P neuronal presynaptic terminals (Nonet, 1999)

-1::GFP Touch neurons presynaptic terminals LGV (Nonet, 1999)

1::GFP SAB, DA, I5, VA, AVF VC neurons

presynaptic terminals

(Nonet, 1999)

-1::GFP DD and VD neurons presynaptic

terminals

LGIV (Hallam and Jin, 1998)

::GFP ASI neurons presynaptic terminals LGV (Crump et al., 2001)

-1::YFO

lin-10::dsRed

HSN neurons synapses LGV (Shen and Bargmann, 2003)

::unc-2, Podr-

ry::rab-3

AWC neuron presynaptic terminal

and active zones

(Saheki and Bargmann, 2009)

::unc-2, Podr-

ry::rab-3

AWC neuron presynaptic terminal

and active zones

(Saheki and Bargmann, 2009)

P::UNC-2,

:mCherry::rab-3

DD and VD neuron presynaptic

terminals and active zones

(Saheki and Bargmann, 2009)

-1::GFP AVG AVJ DVC PVC PVQ RIG RIS

RMD RME postsynaptic region

(Rongo et al., 1998)

b-1::GFP Motor neurons presynaptic terminals (Sieburth et al., 2005)

::GFP AVG AVJ DVC PVC PVQ RIG RIS

RMD RME presynaptic terminals

(Juo and Kaplan, 2004)

P-rab-3;Pmyo-

ABAaR

DDVD neurons synapses (Vashlishan et al., 2008)

P GABAAR Motor neurons postsynaptic region (Richmond et al., 1999)

:rab3 AIY neurons presynaptic terminals (Colon-Ramos et al., 2007)

FP::rab-3 DA 9 neurons presynaptic terminals (Klassen and Shen, 2007)

-1::YFP DA 9 neurons presynaptic terminals (Klassen and Shen, 2007)

::rab-3; Pmig-

::YFP;Pmig-

::mCherry

DA-9 neurons presynaptic terminal

synapses

(Poon et al., 2008)
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a single cell. Multiple methods have recently been developed for labeling individual

neurons using two or more promoters with overlapping cell-type expression.
(1)
 The Cre-loxP recombination system: Cre-LoxP recombination refers to recom-

bining a specific sequence of DNA with the help of an enzyme called Cre

recombinase, which is widely used in mammalian systems to generate knockout

or transgenic animals. Recently, the Cre-loxP recombination method has also

been used successfully in C. elegans to label a single neuron called RMG, which

has no specific promoter available (Macosko et al., 2009). The general strategy is

shown in Fig. 3 B; the key is to find two promoters that exhibit overlapping

activities in the neurons of interest. Two transgenic worms are generated: One

expresses Cre under promoter A (Promoter A::Cre) and the other expresses lox-

STOP codon-lox:: GFP under promoter B (Promoter B::Lox-Stop-Lox::GFP). In

the Promoter B::Lox-STOP-Lox::GFP transgene, one stop codon, three poly-A

sequence and two mRNA cleavage sequences are inserted between the two Lox

sites to ensure that GFP can not be expressed in the single-transgenic worms. In

the double transgenic worms (Promoter A::Cre; Promoter B::Lox-STOP-Lox::

GFP), Cre can mediate recombination between the two Lox sites to eliminate the

transcriptional stop sequence, and allow GFP expression (Fig. 3 B).
(2)
 Reconstituted GFP: Another way to label specific neurons utilizes the prop-

erties of reconstituted fluorescent proteins (Zhang et al., 2004). An early

version of split GFP uses two fragments (GFP(1–157) and GFP(158–238))

which can restore fluorescence when they are reconstituted by the leucine

zipper domain dimerization (Hu et al., 2002). As shown in Fig. 3 C, the N

terminus GFP fragment(1–157) is fused to a leucine zipper domain, modified

from the leucine zipper domains of mammalian Fos and Jun proteins, in C

terminal, and the C terminus GFP fragment (158–238) is fused to a leucine

zipper (LZ) domain in N terminal (Zhang et al., 2004). Neither N-GFP(1–

157)-LZ nor LZ-C-GFP(158–238) alone can produce fluorescence, but when

N-GFP-LZ and LZ-C-GFP are coexpressed in one cell, GFP can be recon-

stituted through the dimerization of LZ domains (Fig. 3 C) (Zhang et al.,

2004). Using this reconstituted fluorescent protein method, specific types

of neurons can be labeled by two different promoters driving N-GFP-LZ

and LZ-C-GFP (Zhang et al., 2004). This method is also referred as

‘‘bimolecular fluorescence complementation (BiFC),’’ which allows for

detecting protein interactions in vivo by fusing N-GFP(1–157) and

C-GFP(158–238) to different proteins (Hu et al., 2002, 2005).

Recently, a variation of this split-GFP based combinatorial labeling has

been developed for visualizing synapses between specific pair of neurons, a

method named GRASP for GFP Reconstitution across Synaptic Partners

(Feinberg et al., 2008). The GRASP method utilizes the superfolder split-

GFP, which has a different split module: GFP-A (aa 1–214) and GFP-B
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(aa 215–230) (Pedelacq et al., 2006). Fragment A is fused to the extracellular

juxtamembrane position of a surface protein, and expressed in postsynaptic

cells. Fragment B is inserted after an artificial signal peptide followed by the

coding sequence of a presynaptic terminal member protein PTP-3A, and

expressed in the presynaptic cells (Feinberg et al., 2008). If the two mem-

brane proteins are localized to close proximity, such as synaptic junctions,

the split GFP fragments A and B are close enough to generate fluorescence,

marking the synaptic region (Fig. 3 D). The GRASP method can also be

adapted to label any types of cellular junctions.
D. Questions and Answers
–
 How does one specifically label neurons of interest?

If there is not a specific promoter to label neurons of interest, systematic promoter

bashing is necessary to define regulatory sequences for labeling specific neurons.
–
 How can one be sure about labeling specificity?

Ectopic or improper expression is an inherent problem in transgene formation.

A caution is that one should always confirm the cell-type-specificity of a

reporter by analyzing multiple lines. In some cases, if the tagging of protein

of interest does not allow verification of cell type, one may consider the

strategy to include an operon-reporter, SL2-XFP, in the same construct

(Macosko et al., 2009).
–
 How does one get stable and good expression of transgenes?

Some extrachromosomal transgenes can be silenced in succession of passage. The

cause is largely unknown, though repetitive elements are suspected to be a likely

trigger. To overcome this problem, integrated transgenes (multiple copies or

single copy) are a good option. One additional suggestion is to include complex

DNA, such as random genomic DNA, in making transgenes.
–
 How does one minimize transgenic labeling artifacts?

One common concern for using transgenes is that transgenic expression could

alter the normal development or function of a cell. To minimize such effects, it is

advised to perform functional assays (e.g. rescue the null allele phenotypes) to

confirm that the transgenes are functional in a manner similar to the wild-type

proteins. One should also test multiple transgenic lines generated from different

DNA concentrations. Another possible artifact for using fluorescent protein

reporters is from the extremly stable fluorescent proteins. For example gene A

is only expressed in the nervous system at early larval stages, but not in adult.

However, when using standard GFP as a reporter to observe the expression pattern

of A gene, you may see that the reporter of gene A is expressed in adult stages due

to the persistent expression of GFP. Use of an unstable GFP as a reporter is an

option in this case.
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III. OtherMethods for Examining theDevelopment of Neurons
Rationale: Although transgenic fluorescent protein labeling is now universally

used to study neuronal development, other methods remain extremely valuable for

revealing particular neuronal features and for validating the effects on endogenous

proteins and native cells.
A. Dye-Filling
C. elegans head amphid and tail phasmid sensory neurons can be labeled by

lipophilic fluorescent dyes, such as fluorescein isothiocyanate (FITC), 1,1-diocta-

decyl-3,3,3,3-tetramethylindocarbocyanine perchlorate (DiI), 3,30-dilinoleyloxacar-
bocyanine perchlorate (DiO), and 1,10-dioctadecyl-3,3,30,30-tetramethylindodicar-

bocyanine perchlorate (DiD). The mechanism of dye uptake seems to involve the

exposed endings of sensory cilia and correlates with some aspects of neuronal

function. FITC can be used to label the ADF, ASH, ASI, ASJ, ASK, and ADL cells

of the amphid sensilla, and the PHA and PHB neurons of the phasmid sensillum. DiI,

DiO, and DiD can be used to visualize the ASI, ADL, ASK, AWB, ASH, and ASJ

amphid neurons, as well as the PHA and PHB phasmid neurons. Detailed protocols

for dye-filling experiments can be found in Shai Shaham’s review (‘‘Methods in Cell

Biology’’) of the wormbook (http://www.wormbook.org/chapters/www_intro-

methodscellbiology/intromethodscellbiology.html).
B. Immunocytochemistry
Immunostaining using antibodies against various proteins remains invaluable for

analyzing subcellular structures and protein localization in vivo. Numerous antibo-

dies of neuronal proteins such as UNC-17/ChAT, synaptotagmin, and UNC-10/Rim,

mechanosensory microtubules, or neurotransmitters such as serotonin and GABA

produce highly specific and consistent patterns (Table III). Avery useful monoclonal

antibody toolkit for nervous system analysis was made by the Nonet lab (Table III)

(Hadwiger et al., 2010). The major hurdles in C. elegans antibody staining are

antigen fixation and permeating the eggshell of embryos and cuticle of larvae and

adults. The best staining comes from practice and trying out a number of fixation

procedures. Three commonly used procedures are paraformaldehyde-fixation by

Finney and Ruvkun (1990), Bouin fixation by Mike Nonet (Nonet et al., 1997),

and freeze-crack by Janet Duerr (Duerr et al., 1999). For detailed protocols on

antibody staining, see the wormbook chapter ‘‘Immunohistochemistry’’ by Janet

S. Duerr (http://wormbook.org/chapters/www_immunohistochemistry/immunohis-

tochemistry.html).

http://www.wormbook.org/chapters/www_intromethodscellbiology/intromethodscellbiology.html
http://www.wormbook.org/chapters/www_intromethodscellbiology/intromethodscellbiology.html
http://wormbook.org/chapters/www_immunohistochemistry/immunohistochemistry.html
http://wormbook.org/chapters/www_immunohistochemistry/immunohistochemistry.html


Table III
Antibody toolkit for C. elegans

Markers for Antibodies against Reference

Synaptic vesicles Synaptobrevin (SNB-1) (Hadwiger et al., 2010)

Synaptic active zones Rim (UNC-10) (Hadwiger et al., 2010)

Synaptic active zones SYD-2 (Zhen and Jin, 1999)

Synaptic active zones UNC-13 (Charlie et al., 2006)

Synaptic periactive zones RPM-1 (Abrams et al., 2008)

Postsynaptic regions (GABAergic neurons) GABA receptor (UNC-49) (Gally and Bessereau, 2003)

Postsynaptic regions (cholinergic neurons) Nicotinic acetylcholine receptor (UNC-29) (Gally et al., 2004)

Postsynaptic regions (cholinergic neurons) Nicotinic acetylcholine receptor (LEV-10) (Gally et al., 2004)

Recycling endosome EHD1 (RME-1) (Hadwiger et al., 2010)

Endoplasmic reticulum The cytochrome P450 (CYP-33E1) (Hadwiger et al., 2010)

Golgi Beta-1,3-glucuronyltransferase (SQV-8) (Hadwiger et al., 2010)

Mitochondria Chaperonin (HSP-60) (Hadwiger et al., 2010)

Lysosomes LAMP (LMP-1) (Hadwiger et al., 2010)

Clathrin-mediated endocytosis sites markers Dynamin (DYN-1), the alpha-subunit of the

adaptor complex 2 (APA-2)

(Hadwiger et al., 2010)

Inhibitor transmitter (GABA) GABA (McIntire et al., 1993)

Excitatory transmitter (5-HT) Serotonin (5-HT) (Weinshenker et al., 1995)

Touch neurons Acetylated alpha-tubulin (Siddiqui et al., 1989)

GABAergic neurons Beta-tubulin (one isoform) (Siddiqui et al., 1989)

Cholinergic neurons Choline acetyltransferase (ChAT)/ UNC-17 (Duerr et al., 2008)

Dopaminergic neurons Dopamine transporter (DAT-1) (McDonald et al., 2007)
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C. Electron Microscopy (EM)
Serial-section EM has been used to reconstruct the cellular architecture of the

C. elegans nervous system. The brilliant work of JohnWhite using serial-section EM

had provided us with the structure and connections of the worm nervous systems.

Detailed methods about EM can be found in the chapter of this book by David Hall.
IV. Functional Dissection of Signaling Pathways Controlling
Neuronal Development
Rationale: To study the cellular processes and dissect the molecular signaling

pathways underlying neuronal development, the first step is to characterize the

normal developmental features and the second step is to identify and characterize

mutants that affect the phenotypes. Further molecular and genetic manipulations

will result in a comprehensive understanding of the signaling mode and pathways of

the gene of interests. Below, we outline the general uses of transgenic labeling

approaches to analyze of neuronal development.
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A. Phenotypic Characterizations
To address whether and how mutations in a gene alter the development of a

neuron, the first step is to introduce a reporter into homozygous mutants through

standard genetic crosses. The next step is to compare the expression patterns of the

reporter in mutant versus wild-type animals. A rule of thumb in this kind of analysis

is to maintain identical culture conditions and blinding genotypes when possible. If

defects are observed, it is best to test a second transgenic marker or use other

methods to confirm the phenotype. For example, if one wants to observe whether

a gene affects axon guidance, one can cross a panel of neuronal morphology markers

into mutants (Table I) to generate homozygous mutants carrying that marker. If

abnormalities are observed, one also needs to confirm that the phenotypes are due to

mutation of the gene by transgenic rescue experiments. Further studies include

expressing the gene under specific neuronal promoters to determine whether the

gene functions cell-autonomously, as well as dissecting the domain requirement of

the protein.
B. Identifying Mutants in Forward Genetic Screens
Studying of the nervous system in C. elegans is facilitated by the ease of carrying

out forward genetic screens. Such screens are the most effective and valuable way of

discovering new genes and pathways. Before beginning, it is advised to read the

article for general guidelines on designing a screen by Jorgensen andMango (2002).

A forward genetic screen combines standard mutagenesis in a range of mutant

selection schemes as summarized below.
(1)
 Mutagenesis: Twomajor types ofmutagens are chemicalmutagens including (1)

ethyl methanesulfonate (EMS); (2) nitrosoguanidine (NTG); (3) diethyl sulfate;

(4) N-Nitroso-N-ethylurea; (5) formaldehyde; (6) acetaldehyde; (7) diepoxyoc-

tane; (8) diepoxybutane, and radiation mutagens including X-rays, g-rays, UV

light, and ionizing particles (Anderson, 1995). Among all these mutagens, EMS

is themost potent andwidely used. Because over 90% ofmutations are G/C toA/

T transitions, EMS is an excellent mutagen for generating nonsense or missense

amino acid coding alternates. Another commonly used mutagen is UV irradia-

tion, which frequently generates a large proportion of gene rearrangements

(deletions or insertions) and most of these mutants are likely null alleles.
(2)
 Genetic screen: The mostly commonly used procedure is manual visual inspec-

tion. Automated screening using worm sorters has also become feasible.

(a) Manual screen: For most screens, researchers prefer nonclonal F2 genetic

screens. Briefly, mutagenized P0 worms are plated one worm per plate in

seeded large plates and cultured for six days. The F2 generation is examined

for phenotypes. Such a scheme allows for screening a large number of

mutagenized genomes in a relatively short time, but lethal or sterile mutants

are easily missed. In a standard clonal screen, after mutagenesis 20 to 30 late
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L4 worms are selected as P0, and in the next or F1 generation, individual

animals are plated one worm per plate. Three days later, one needs to go

through all the F1 plates to find F2 worms with phenotypes of interest and

keep them for further characterization. F2 worms from different F1 plates

are likely independent mutants. The advantage of clonal screens is that

lethal or sterile mutants can be maintained as heterozygoes and recovered

from the screen. However, clonal screens can be time-consuming and labor

intensive.

(b) Automated screen: various machines that automatically sort animals based

on transgene expression have helped reduce labor and are beginning to be

widely used (Fig. 4) (Doitsidou et al., 2008). A common type of automatic

screen is shown below:

(i) Equipment: A worm sorter is a modified flow cytometry instrument

called the COPASTM Biosort from Union Biometrica, which is

adjusted to analyze and sort small living organisms on the basis of

their optical density, size, and fluorescence (Pulak, 2006).

(ii) Strain: It is advisable to have two transgenic markers in the starting

strain. For example, one labels the neurons of interest using GFP and

the other labels other cells as an internal control using RFP. The doubly

labeled transgenic animals are necessary for decreasing false positives.

Following standard mutagenesis, 5 to 10 P0worms are plated in a large

plate (150mm) and cultured for six days until mixed F2/F3 generations
4 I
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ion of
tion of an automated screen strategy. Mixed F2 worms are sorted by aworm sorter basing

ce intensity of neurons of interest. This image is based on Doitsidou et al. (2008). (For

this figure, the reader is referred to the web version of this book.)
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are obtained. The animals are then collected from the P0 plates; one

half is passed through theworm sorter to isolate mutants, and the other

half is kept for recovery of possible lethal/sterile mutants.

(iii) Sorting: The sorter is gated to exclude eggs, small L1, and debris using

gating parameters time of flight versus extinction. Worms are then

sorted based on fluorescence parameters (green fluorescence intensity

versus Red fluorescence intensity [GI/RI]). Anymutants that affect GI/

RI ratio are kept for further analysis.

(iv) Confirmation: For the sorted positive candidates, visual inspection

under compound microscopes is used to confirm the phenotypes.
(3)
 Analysis of mutants: the phenotypes of mutants should be confirmed for two

generations to make sure they are true-breeding. Further analysis of the mutants

follows standard guideline, including backcrossing and genetic mapping.
C. Gene Expression Profiling of Neurons
GFP labeling at transgenic C. elegans lines is now widely used to isolate sub-

groups of neurons for transcriptome analysis. This is largely due to the maturation of

the procedure for in vitro culturing of dissociated neurons (Strange et al., 2007). Four

steps for isolating GFP positive neurons are illustrated in Fig. 5 and described below.
(1)
 C. elegans culture: Multiple methods can be used to achieve large-scale culture.

One common method is a combination of dauer liquid culture and growth on

large NGM plates (15 cm). In brief, worms are cultured in 500 mL s-Basal

medium (100 mM NaCl, 50 mM KH2PO4.KOH [pH 6.0], 10 mg/mL choles-

terol) with 35 g/mL streptomycin and fed with 10 mL streptomycin-resistant

HB101 until they become dauer. These dauer animals are plated on 2–4 mL

HB101-seeded 15-cm NGM plates and grown until they reach young gravid

adults.
(2)
 Dissection and cell culture: Synchronized adult hermaphrodites are lysed for

5 min using bleach solution (0.5 M NaOH and 1% NaOCl). Eggs are then

collected and washed three times in sterile egg buffer (118 mM NaCl, 48 mM

KCl, 2 mMCaCl2, 2mMMgCl2, and 25mMHEPES [pH 7.3]). Eggs are floated

on 30% sucrose by centrifugation to remove adult carcasses. The egg layer is

collected and washed twice with the egg buffer and eggs are treated with 0.1 U/

mL chitinase (in egg buffer) for 30 min to destroy eggshells. Embryos are

pelleted to remove chitinase, and the pellet is resuspended in 2% fetal bovine

serum (FBS) in the egg buffer. Embryos are dissociated by trituration. Intact

embryos, larvae, and clumps are removed by passing the cell suspension through

a 5 mm filter. Filtered cells are plated onto poly-D-lysine-coated cell culture

plates in Leibovitz’s L-15 medium containing 10% FBS and antibiotics. 16–18

hours later, cells are collected by gentle wash and trituration, centrifuged for 5
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Fig. 5 A flowchart for isolating GFP positive neurons in gene profiling analysis. (For color version of

this figure, the reader is referred to the web version of this book.)
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min at 900g and redissolved in the egg buffer containing 2% FBS to 1–2�107

cells/mL concentration.
(3)
 FACS purification: GFP-positive cells are purified by flow cytometry. Dead

cells and debris are eliminated by a combination of light scatter and propidium

iodide negative gates. Cell sorting region for GFP-positive cells is defined by

green (530/30 nm) versus orange (575/22 nm) fluorescence and light scatter

gate.
(4)
 Microarray or SAGE analysis: After getting purified GFP-labeled neurons,

RNA isolation, microarray hybridization, and analysis will be applied to get

the expression profile of specific subgroups of neurons.
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D. Laser Surgery of Cells and Processes
Genetically targeted cell disruption and laser-ablation have been used to deter-

mine the function of neurons. To genetically eliminate an identified neuron, one

can express apoptotic genes such as ced-3 and ced-4, ‘‘degenerin family’’ genes

such as mec-4, mec-10, deg-1, and unc-8, or toxins such as ricin A and diphtheria

toxin-A under neuronal promoters (Harbinder et al., 1997; Shaham and Horvitz,

1996). The caveats of these genetic methods are lack specific promoters to

express cell-toxic proteins, disrupting neuronal development and affecting sur-

rounding cells. In these cases, physically killing cells by laser has its advantages.

Laser-ablation was traditionally done by first identifying the cell under Nomarski

microscope, and then followed by laser operation. Transgenic labeling has greatly

simplified the cell identification process. More recently, laser has been success-

fully used to sever axons or dendrites. We summarize the two types of laser

ablation below.
(1)
 Cell ablation: To make a traditional laser-ablation system, one needs a laser

source, a microscope, and optics to direct the beam of the laser into the

microscope objective. The fluorescent compound microscope used to find

targeting neurons should have an objective with a numerical aperture of at

least 1.25 to focus the laser beam. The laser pulse energy should be bigger

than 5 mJ in order to kill cells. Optics is used to shape the beam to enter the

specimen from a full range of angles to a focus at a point on the image plane.

The traditional cell-ablation system has been widely used in the C. elegans

field even before the discovery of GFP; the detailed information of this

system can be found in Bargmann and Avery’ s review paper ‘‘Laser killing

of cells in Caenorhabditis elegans’’ (Bargmann and Avery, 1995).
(2)
 Axon severing: A new application of laser ablation is to severing axons or nerve

processes (Wu et al., 2007; Yanik et al., 2004). Two types of lasers can be used to

perform axotomy.

(a) Femtosecond lasers: A KMLabs MTS Ti-Sapphire oscillator (Kapteyn-

Murnane Laboratories, Boulder, CO) pumped by a Verdi V5 (Coherent,

Santa Clara, CA) or a KMLabs Cascade laser that can be operated in mode-

locked continuous wave (80 MHz) or cavity-dumped (1–100 kHz) modes

can be used to generate laser. The pulse energy can be attenuated using

neutral density filters and controlled pulse delivery with an electromechan-

ical shutter (Uniblitz VS14 with VMM-T1 controller; Vincent Associates,

Rochester, NY).

(b) Conventional laser: Axotomy can also be performed using a Photonics

Micropoint VSL pulsed UV laser (Photonics Instruments, St. Charles,

IL). The laser beam is delivered to an imaging microscope equipped for

simultaneous laser and GFP illumination via a Photonics Instruments adap-

tor, and surgery can be performed by using a Plan Neofluar�100/N.A. 1.3

objectives.
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(c) Axotomy procedure: At this point, axotomy is usually performed on anes-

thetized animals. The common anesthetics are levamisole (6 mM)

(Ou et al., 2010), tetramisole (0.05%) (Brenner, 1974), 1-phenoxy-2-pro-

panol (1%) (Wu et al., 2007), muscimol (10 mM) (Hammarlund et al.,

2009), or simply embedding in high-percentage agar pad (10%). The key

is to make sure that the anesthetics allow rapid immobilization and

recovery of the operated animals, and do not interfere with fluorescent

labeling. The regeneration rate and pattern of axons can be measured by

confocal imaging at different time points of postaxotomy. Advanced

methods using microfluoidics to immobilize animals either by cooling

or pressure have also been reported for axotomy on nonanesthetized

animals (Guo et al., 2008), although such methods are not yet widely

used because of technical complications.
E. Questions and Answers
–
 Are there common methods for quantifying neuronal defects?

Most imaging quantification methods for fluorescent light microscopy can be

used to record expression patterns and levels of fluorescent reporters. For

fluorescence intensity measurement, it is important to maintain identical

image-capture conditions, such as laser power, exposure time, and region of

interest. Several published studies have also devised home-built software

programs for comparing a large number of samples (Burbea et al., 2002;

Hung et al., 2007).
–
 How does one know if a genetic screen has worked?

A gold standard to determining whether a screen has worked is the frequency of

mutants with behavioral or morphological defects. In the pioneer screen done by

Sydney Brenner, 69 such mutants (uncoordinated, long, dumpy, small, roller, and

blistered mutants) were found in 318 independent F1 plates (Brenner, 1974). This

indicates that in a successful screen, at least 20 these mutants can be found in

every 100 F1 plates. Also the percentage of the lethal or sterile mutants can be

used to determine how well a screen has worked. Usually, nearly 30% of F1 plates

will have lethal or sterile mutants.
–
 How can one reduce false positives in an automated screen?

To minimize false positives in an automatic screen, one needs to set up a good

internal control. The best internal control will be another fluorescent protein,

which is usually RFP if the reporter is GFP, expressed in the adjacent tissue of the

neuron of interest. Also one needs to select a line that has good expression level

for both the reporter internal control. To eliminate false positives, one always

needs to confirm the phenotypes by using compound microscopes before doing

further experiments.
–
 What should one do when not geting enough cultured neurons?
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The process of C. elegans cell culture includes three major steps: egg isolation,

cell dissociation, and cell seeding. The reasons for low cell yield are low egg

yield, low yield of dissociated cells, and cells failing to attach to growth

substrate. To get enough eggs for cell culture, one needs to make sure that

worms are gravid before lysis, and that worms are completely digested during

lysis. Using glass pipettes during worm and egg transferring can reduce loss. In

the cell-dissociation process, one needs to make sure that eggshells are

completely digested by chitinase and that all debris is removed before filtering.

In the cell-seeding step, one needs to make sure that all coverslips are thor-

oughly acid-washed and rinsed, and that growth substrate has been coated

properly with lectin.
–
 How can one increase the survival rate in laser surgery experiments?

One major reason for worm death during laser surgery is from keeping worms in

anesthetics for too long. To avoid this, one should minimize surgery time (less

than 15 min). Because the tolerance to anesthetics varies for different mutants of

adjusting anesthetic concentration is also helpful for increasing survival rate. In

the axotomy experiments, neurons could be killed if cut sites are too close to the

cell bodies. Usually one should sever axons more than 30 mm away from cell

bodies.
V. Examples of Neuronal Development
Since the start of deciphering the nervous system in C. elegans, understanding

how it is developed has been a major interest for generations of C. elegans research-

ers. The findings from C. elegans have made enormous contributions to the discov-

ery of fundamentally conserved mechanisms. Here, we briefly mention some key

studies in neuronal development, in the context of particular use of the techniques

described above.
A. Neuronal Fate Specification and Differentiation
C. elegans neurons are generally classified by morphology, lineage, and posi-

tion. The combination of single-cell labeling, genetic manipulation and molec-

ular profiling have been a standard approach to dissecting the genes controlling

and executing the specification of neuron type. Such studies have given a rich

understanding of fate specification and differentiation for C. elegans neurons.

Recent successes in combining automated screens with whole-genomic sequenc-

ing will surely greatly speed up the progress of our knowledge of cell-type

determinants. For example, a group of genes involved in dopamine neuron fate

determination were identified by automated screen using dat-1 promoter driven

GFP trasgenic worms (Doitsidou et al., 2008).
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B. Axon Guidance and Dendrite Morphogenesis
Following fate determination, neurons will grow two types of processes: den-

drites, which collect information from upstream cells, and axons, which pass infor-

mation to downstream targets. Axon guidance and dendrite morphogenesis involve

complex interactions between intrinsic pathways and extrinsic cues. In their pioneer-

ing work, Hedgecock et al. identified the first group of genes that are required for

axon growth and guidance using fluorescein dye-filling technique (Hedgecock et al.,

1985). With the use of fluorescent protein labeling which allows for clear visuali-

zation of axon paths, the roles of many genes essential to axon guidance including

the conservedUNC-6/Netrin and the SLT-1/slit signaling pathways have been deeply

investigated. One such example of axon guidance studies is from the study of

mechanosensory neuron AVM. The guidance of AVM axons is coordinated by both

attraction to a ventral netrin signal (via the UNC-40/DCC receptor) and repulsion

from a dorsal Slit signal (via the SAX-3/Robo receptor) (Culotti, 1994; Hao et al.,

2001).

It is generally perceived that most C. elegans neurons’ dendrites have relatively

simple morphology, based on images of EM reconstruction and static antibody

staining. One great advantage of using transgenic XFP labeling of neurons is the

increasing realization that numerous C. elegans neurons exhibit complex morphol-

ogy and that the axon and dendritic arbors display dynamic features. For example,

cell-type labeling revealed that the PVD neuron elaborates complex dendrite tree. A

recent study has discovered that a cell fusion gene eff-1 is required for the dendritic

tree formation of PVD neurons (Oren-Suissa et al., 2010). Additionally, transgenic

double-labeling of neurons with their neighboring cells has also begun to reveal

intercellular mechanisms in the development of neurons. For example, through a

genetic screen using cell-type specific XFP labeling for amphid neurons and glial

cells, it was shown that formation of amphid dendrites utilizes a ‘‘retrograde exten-

sion’’ mode (Heiman and Shaham, 2009).
C. Synapse Formation and Specificity
Just like axon guidance can be clearly studied at single process resolution,

Single synapses can be studied in vivo by expressing synaptic fluorescent pro-

teins (Nonet, 1999). Using XFP labeling synapses in visual genetic screens,

multiple signaling pathways have been identified to regulate formation of pre-

synaptic terminals and postsynaptic structures (Jin, 2005). Further studies in

other organisms have shown that most of these synapse-formation molecules

are functionally conserved from C. elegans to mammals. For example, the con-

served giant PHR protein, RPM-1, was discovered by its effects on synapse

organization. Loss of function of rpm-1 reduces synapse number and alters

synapse morphology (Schaefer et al., 2000; Zhen et al., 2000). Further mecha-

nistic dissection revealed that RPM-1 acts as a ubiquitin E3 ligase to control

activation of the conserved DLK-1 MAP kinase signaling pathway (Nakata et al.,
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2005; Schaefer et al., 2000; Yan et al., 2009; Zhen et al., 2000). Such regulatory

mechanisms were later shown to be conserved from Drosophila to mammals (Jin

and Garner, 2008).

Another highlight of synapse formation research is the increasing findings on

molecular control of synapse specificity. In C. elegans, most neurons form en

passant synapses in restricted regions of axons. An interesting question is how

neurons know where to form synapses. Using single-cell synapse labeling,

new cell surface molecules have been identified to control specific synapse

position (Shen and Bargmann, 2003). Additionally, several reports have revealed

that classical axon guidance clues and their receptors, such as WNT/Frizzle,

UNC-6/UNC-5, and UNC-6/UNC-40, function in cell-type specific synapse pat-

tern formation (Colon-Ramos et al., 2007; Klassen and Shen, 2007; Poon et al.,

2008). Moreover, the interactions between cognate receptor and ligand at synap-

ses differ from those in axon guidance.
D. Maintenance of Neuronal Architecture
C. elegans undergoes four larval stages with adapted behaviors. Recent studies

show that there is tremendous plasticity in the maintenance of cell-body and process

position. For example, the L1/ neuroglian-related transmembrane protein SAX-7/

LAD-1 is required for maintenance of cell-body and axon position during develop-

ment (Sasakura et al., 2005; Wang et al., 2005). In sax-7 loss of function mutants,

most axons and processes are normally positioned in newly hatched larva and early

larva stages and become misplaced in later larva stages. SAX-7 works both in

neurons and the epidermis to maintain neuronal position. Another example is the

FGF receptor EGL-15, which is expressed in the epidermis adjacent to neuron but

not in neurons themselves (Bulow et al., 2004). These studies show that maintenance

of neuron position in different developmental stages depends on cell–cell or cell–

ECM (extra cellular matrix) adhesion. In addition to these adhesion molecules, the

environmental insults are also important for maintaining of neuronal architecture,

For example, hypoxia can upregulate the Eph receptor VAB-1 through HIF-1 (hyp-

oxia-inducible factor 1) to affect axon guidance and neuronal migration (Pocock and

Hobert, 2008).
VI. Outlook
In summary, the defined anatomy of C. elegans and genetic manipulations have

made C. elegans a favorite model organism for examining the development and

function of the nervous system. The invention of fluorescent proteins for labeling

individual neurons or organelles has revolutionized the way to analyze development

of neuronal structures and connectivity. New methods such as machine-based auto-

mated screening, neuronal-specific RNAi knockdown, and whole genome
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sequencing are making an unprecedented impact in the identification of genes and

functional pathways. Research in C. elegans will undoubtedly continue to lead the

discovery of conserved principles controlling neuronal development.
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