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“This book is great for academic professionals and researchers working 
in multiple areas of wireless transceivers, since the coverage is 
comprehensive.”

—Chih-Ming Hung, MediaTek Inc., Hsinchu, Taiwan

Modern transceiver systems require diversified design aspects as 
various radio and sensor applications have emerged. Choosing the right 
architecture and understanding interference and linearity issues are import-
ant for multi-standard cellular transceivers and software-defined radios. A 
millimeter-wave complementary metal–oxide–semiconductor (CMOS) 
transceiver design for multi-Gb/s data transmission is another challenging 
area. Energy-efficient short-range radios for body area networks and sensor 
networks have recently received great attention. To meet different design 
requirements, gaining good system perspectives is important.

Wireless Transceiver Circuits: System Perspectives and Design Aspects 
offers an in-depth look at integrated circuit (IC) design for modern transceiv-
er circuits and wireless systems. Ranging in scope from system perspectives 
to practical circuit design for emerging wireless applications, this 
cutting-edge book:

• Provides system design considerations in modern transceiver design
• Covers both systems and circuits for the millimeter-wave transceiver 

design
• Introduces four energy-efficient short-range radios for biomedical and 

wireless connectivity applications
• Emphasizes key building blocks in modern transceivers and transmitters, 

including frequency synthesizers and digital-intensive phase modulators

Featuring contributions from renowned international experts in industry 
and academia, Wireless Transceiver Circuits: System Perspectives and 
Design Aspects makes an ideal reference for engineers and researchers in 
the area of wireless systems and circuits.
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Preface
Modern transceiver systems require diversified design aspects as various radio and 
sensor applications have emerged. Choosing the right architecture and understand-
ing interference and linearity issues are important for multistandard cellular trans-
ceivers and software-defined radios. A millimeter-wave CMOS transceiver design 
for multi-Gb/s data transmission is another challenging area. Energy-efficient short-
range radios for body area networks and sensor networks have recently received 
great attention. To meet different design requirements, gaining good system per-
spectives is important. This book addresses not only comprehensive system design 
considerations for robust wireless communication but also practical design aspects 
in state-of-the-art transceivers. In addition to dealing with system architectures and 
design considerations, a few chapters are devoted to critical building blocks with 
detailed circuit description and analyses.

The book is divided into four sections dealing with system design perspectives 
for wireless transceivers, millimeter-wave transceivers, biomedical and short-range 
radios, and modulators and frequency synthesizers. Section I provides system design 
considerations in modern transceiver design. Chapter 1 discusses how to design a 
receiver or a transmitter with passive mixers for the best gain and linearity perfor-
mance. The passive mixer–based transceiver is another important trend in modern 
transceiver systems. For multistandard transceiver systems, an  interference-robust 
receiver design with good linearity is a must. Chapter 2 presents an in-depth study 
of the second-order intermodulation distortion (IM2) for the design of robust 
homodyne and low-intermediate frequency receivers, and Chapter 3 shows how to 
mitigate the performance degradation of the receiver in the presence of out-of-band 
interference. Chapter 4 presents frequency-translated filters to deal with interferers 
for the design of surface acoustic wave-less receivers. The following two chapters 
show different receiver design aspects: Chapter 5 defines the cognitive radio in the 
narrow sense of an intelligent device that is able to dynamically adapt and negoti-
ate wireless frequencies and communication protocols for efficient communica-
tions and describes the different kinds of wideband spectrum sensing architectures. 
Chapter 6 introduces a direct delta-sigma receiver architecture that transforms a 
traditional direct conversion front end and a baseband delta-sigma converter into a 
complete radio frequency-to-digital converter.

For Gb/s data transmission, millimeter-wave transceivers are promising, but 
achieving low power consumption is critical for mobile applications. Section II cov-
ers both systems and circuits for the millimeter-wave transceiver design. Chapter 7 
introduces the most up-to-date status of the 60 GHz wireless transceiver development, 
with an emphasis on realizing low power consumption and small form factor that is 
applicable for mobile terminals. Chapter 8 describes D-band (110–170 GHz) CMOS 
circuits to realize low-power, ultrahigh-speed wireless communication systems. As 
a case study, a 10 Gb/s wireless transceiver with a power consumption of 98 mW is 



xvi Preface

demonstrated using a 135 GHz band. Combined with the contemporary advances 
in millimeter-wave electronic technology, photonic technology enables significant 
advances in communications and remote sensing. Chapter 9 presents photonic tech-
niques that have made significant advances in recent years and offers approaches 
to significantly reduce or eliminate the drawbacks associated with millimeter-wave 
technologies. For example, generating sufficiently low-noise millimeter-wave signals 
to enable high modulation format communications signals has proven difficult using 
electronic techniques. The following two chapters deal with two important building 
blocks of the millimeter-wave transceiver: In Chapter 10, challenges in the design of 
and different kinds of millimeter-wave power amplifiers are described. Frequency 
multipliers are useful in millimeter-wave transceivers to alleviate the difficulty of 
fundamental oscillator design at high frequencies. Chapter 11 discusses the design 
issues of frequency multipliers with several circuit examples.

While millimeter-wave transceivers are studied for high-data-rate transmission, 
low-power transceivers have recently received great attention for body area networks 
and sensor networks. Section III introduces four energy-efficient short-range radios 
for biomedical and wireless connectivity applications. Chapter 12 describes ultra-
wideband (UWB) transceivers for microwave medical imaging. A 65  nm CMOS 
fully integrated stepped-frequency continuous wave radar is presented as a case 
study. Chapter 13 discusses design challenges in ultralow-power and ultralow- voltage 
circuits and presents circuit techniques. Wideband ultralow-power and ultralow- 
voltage, low-noise amplifiers and a UWB transceiver for wireless sensor networks 
with a low-complexity synchronization scheme are demonstrated. Chapter  14 
 presents an energy-efficient sub-GHz transmitter design for biomedical applications. 
In this work, a 100 Mb/s transmitter design with an energy efficiency of 13 pJ/bit 
is reported. Chapter 15 describes the design and implementation of a compact, low-
power, high-spurious-free dynamic range receiver suitable for ZigBee or wireless 
personal area network (WPAN) applications. It gives an overview of a low-power 
receiver based on the split-LNTA + 50% LO architecture and also presents a number 
of ultralow-power and ultralow-voltage circuit design techniques.

Frequency synthesizer is an important block in transceivers, and a digital- 
intensive phase modulator becomes one of the key building blocks in modern 
transmitters as emphasized in Section IV. Chapter 16 discusses the all-digital phase-
locked loop design as well as the two-point modulation scheme for linear wideband 
phase modulation. Chapter 17 introduces a hybrid two-point modulator that employs 
a mixed-signal loop control to achieve analog phase tracking and digital frequency 
acquisition. Chapter 18 gives a good overview of modern fractional-N frequency 
synthesizer architectures. In Chapter 19, a 60 GHz frequency synthesizer with a 
frequency calibration scheme that can support IEEE 802.15.3c, wirelessHD, IEEE 
802.11ad, and ECMA-387 TX/RX front end is presented. Chapter 20 gives a good 
tutorial of the digitally controlled oscillator (DCO), which is the most critical block 
in the all-digital phase-locked loop.

The book is written by top industrial experts and renowned academic professors. 
We thank all contributors for their hard work and for carving out some precious time 
from their busy schedules to write their valuable chapters. Despite some challenges 
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in integrating the material, 20 chapters from nearly 50 contributors have been put 
together in this book. We sincerely hope that you will find this book useful for your 
work and research.

Woogeun Rhee
Tsinghua University

Beijing, People’s Republic of China
Krzysztof (Kris) Iniewski

Vancouver, British Columbia, Canada

MATLAB® is a registered trademark of The MathWorks, Inc. For product informa-
tion, please contact:

The MathWorks, Inc.
3 Apple Hill Drive
Natick, MA 01760-2098 USA
Tel: 508-647-7000
Fax: 508-647-7001
E-mail: info@mathworks.com
Web: www.mathworks.com
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1 Analysis, Optimization, 
and Design of Transceivers 
with Passive Mixers

Ahmad Mirzaei and Hooman Darabi

1.1 INTRODUCTION

Most of today’s transceivers are designed with passive mixers, which is the moti-
vation behind dedicating this chapter to analyze and understand their operation 
fundamentals. We study transceivers designed with passive mixers driven by 50% 
and 25% duty-cycle clocks. It is shown that due to lack of reverse isolation between 
RF and IF ports, the passive mixer holds a property called impedance transforma-
tion. This property of the passive mixers can be utilized to frequency-shift low-Q 
baseband impedances to synthesize on-chip high-Q filters with center frequencies 
precisely controlled by the local oscillator (LO) clock, a useful feature to design 
blocker-resilient receivers. It is also revealed how this lack of reverse isolation can 
cause problems such as IQ cross talk and different high- and low-side conversion 
gains. This chapter discusses how to design a receiver or a transmitter with passive 
mixers for the best gain and linearity performance.

1.2 RECEIVER DESIGN WITH PASSIVE MIXERS

Figure 1.1 shows a typical architecture for a zero- or low-IF receiver [1]. The received 
signal in the antenna is composed of the desired signal and some unwanted in-band or 
out-of-band interferers. The desired signal can be very weak, while the out-of-band 
blockers can be millions of times stronger. To overcome noise of the following 
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4 Wireless Transceiver Circuits

stages, the weak desired signal requires gain of the low-noise amplifier (LNA) to 
be set at maximum. Traditionally, an external surface acoustic wave (SAW) filter 
is placed prior to the on-chip LNA to attenuate the strong out-of-band blockers and 
prevent them from compressing the LNA. The SAW filter passes the desired signal 
along with in-band blockers with no substantial attenuation (except with a passband 
loss called insertion loss). The desired signal then is down-converted into zero or 
low-IF through an IQ down-conversion mixer. In the IF stage, the in-band blockers, 
which were almost impossible to be attenuated in the RF, can now be filtered out 
with low-Q baseband low-pass filters. The composite down-converted signal and 
blockers pass through this low-pass filter, where in-band blockers as well as resi-
dues of out-of-band blockers are attenuated to a level that two IQ analog-to-digital 
converters (ADCs) with reasonable resolution and power consumption can digitize 
the baseband signals. The rest of the receiver functionality is performed in the world 
of digital signal processing (DSP). The down-conversion action relaxes the filtering 
processing without the need for unrealistically sharp RF filters.

Therefore, inevitably, there is a mixer in the heart of this receiver that performs 
frequency translation, shifting the desired channel from the RF to the baseband. 
Since in a linear-time-invariant (LTI) system [2], besides those of the input, no addi-
tional frequency components are generated at the output, any mixing system must be 
either nonlinear or linear; if it is linear, it has to be a time-variant system. The mixers 
used in modern receivers are linear but time-variant (LTV) systems, which can be in 
active or passive forms.

Shown in Figure 1.2a is the well-known active mixer. The input is the RF voltage 
coming from the LNA output. The RF voltage is converted to an RF current that is 
superposed onto the bias current IBB. The switches of the mixer commutate the RF 
as well as the bias current, and as a result, the RF signal is down-converted to the 
baseband. This active mixer has two well-known issues. First, it has been shown in 
the literature that the output noise of an active mixer due to the flicker noise of the 
MOS switches is directly proportional to the bias current commutated by the switch-
ing pair [3,4]. Therefore, the flicker noise coming from the switches is typically 
high, magnified by the bias current. This flicker noise is usually problematic in zero-
IF receivers, especially in receiving signals with narrow bandwidth such as GSM.* 
Another issue of this active mixer is its high LO feedthrough (LOFT), which is again 

* That is why most of GSM receivers use the low-IF architecture.

ADC
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RX
 D

SP

LNA

fLO

Desired 
signal

Out-of-band
blocker
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FIGURE 1.1 Role of a down-conversion mixer in receivers.
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proportional to the bias current. With a double-balanced mixer  architecture, the 
LOFT is reduced, but still, compared to the passive mixer, the LOFT is typically high. 
Another  drawback of this active mixer is the need for additional voltage-to-current 
conversion besides that of the LNA. This extra V-to-I conversion limits the receiver 
linearity, especially in SAW-less receivers where the linearity requirements are quite 
stringent [5]. Finally, the last drawback is the need for high supply voltage due to 
stack of devices between the supply voltage and ground.

One of the distinguished features of the active mixer is its close-to-infinite isola-
tion from the baseband output to the RF input, which makes it easier to design and 
understand. If we are willing to give up this isolation, we can come up to mixer 
topology in Figure 1.2b, the so-called current-driven passive mixer. Setting the com-
mutated dc current to zero leads us to a mixer that only commutates the ac signal 
current [6–14]. The capacitive coupling of the input transconductance stage to the 
switching pair guarantees the triode operation of the mixer switches and ensures 
the mixer switches carry no dc currents. In order to have a small ON resistance, 
the switches should turn on in the deep triode region and should be driven hard 
by strong LO voltages. When the LO is high, the triode MOS switch directly con-
nects the input transconductor to the output load through its ON resistance. On the 
baseband side, the switches are buffered with a transimpedance amplifier (TIA), 
which is also called current buffer. This current buffer, which ideally has zero input 
impedance, makes all internal nodes of the receiver chain be low impedance. As a 
result, voltage swings at all internal nodes are reduced, leading to a great  linearity. 
Furthermore, since there is no bias current commutated by the switches, flicker noise 
of the switches does not appear at the baseband output. For the same reason, the 
LOFT is much smaller as well. Also, since there is no stack of devices, this architec-
ture is very friendly for low-voltage applications.

Unlike the active mixers, there is no reverse isolation between the IF and the RF 
ports of the passive mixers. In this chapter, we will see that due to this lack of reverse 
isolation the mixer reflects the baseband impedance to the RF and vice versa through 
a simple frequency shifting.

VDD

IBB + gm Vin

+

LO
+

–

–

Vout

RL

(a)

gm

C

LO+

LO–

TIA +
– Vout

(b)

FIGURE 1.2 Active mixer versus current-driven passive mixer. (a) Active mixer. (b) Current-
driven passive mixer.
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1.2.1 Design of ReceiveRs with 50% Passive MixeR

Figure 1.3 is an example of a receiver front end with current-driven passive  mixers 
driven by 50% duty-cycle clocks. The LNA is the typical design choice that is induc-
tively degenerated for higher IIP3 and is designed for large transconductance to 
lower noise contribution of the following stages. Also, as it is observed, the mixers 
are directly coupled to the LNA and there are no intermediate transconductance 
stages between the LNA and the IQ mixers. Otherwise, these transconductance 
stages would hurt the receiver nonlinearity due to current-to-voltage and voltage-to-
current conversions. The LNA load, ZL, is a parallel LC load. Mixers of the two I and 
Q channels are connected to the LNA through two series capacitors C, and thus the 
switches of the mixer carry no dc currents. The RF current of the LNA is divided 
between the two quadrature channels. The current buffers are RC feedback–based, 
with large shunt capacitors connected between the differential inputs of the op-amps 
to filter out the received signal components residing at high-frequency offsets from 
the desired signal. This filtering of strong blockers lowers the voltage swings at 
all internal nodes and, as a result, improves linearity. The series capacitors C also 
block the low-frequency IM2 components generated inside LNA. Otherwise, due 
to  mismatches in the mixer switches, these components could leak to the baseband 
degrading the receiver IIP2.

To understand how the mixing system works, as shown in Figure 1.4, assume 
that an RF current IRF is commutated by the switches of a mixer clocked at a rate fLO 
with rail-to-rail square-wave differential LOs. The differential down-converted cur-
rents flow into baseband impedances ZBB, low-pass filtered, and are converted to the 
baseband voltages, VBB, across the baseband impedances. Due to the lack of reverse 
isolation of the passive mixer, these baseband voltages are up-converted back to the 
RF, becoming an RF voltage around fLO on the RF side of the switches. If we assume 
that the RF current is a single tone at fLO + fm, where fm is a small frequency offset, 

IN

Block IM2
components

of LNA

I channel

Q channel

VDD

ZL

RP LL CL

C

C

Vb M2

LOI+

LOI+

LOI–

LOI–LOQ+

LOQ+

LOQ–

LOQ–

M1

FIGURE 1.3 Example of a receiver front end with 50% current-driven passive mixer.
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it can be shown that around fLO, the resulting RF voltage has two major frequency 
components: (1) fLO + fm, called the main frequency, at the incident RF frequency, 
and (2)  fLO − fm called the image frequency. Phasors of these components of the RF 
voltage are given by these expressions:

 
V f f R Z f IRF LO m SW BB m RF@( ) ( )+ = +

⎡

⎣⎢
⎤

⎦⎥
2

2π
 (1.1)

 
V f f Z f IRF LO m BB m RF@( ) ( ) *− = −

2
2π

 (1.2)

in which * is the convolution sign [2]. With a small switch resistance, the magnitude 
of the image component of the resulting RF voltage can be as big as the main com-
ponent. Also, the down-converted baseband currents versus the stimulus RF current 
can readily be shown to be

 

I f
I f

I f
BB m

RF m

RF m

@
*

=
>

<

⎧

⎨
⎪⎪

⎩
⎪
⎪

1 0

1 0

π
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 (1.3)

Assuming that the stimulus is an ideal RF current (Figure 1.5), at the incident 
(main) frequency, the input impedance seen from the RF side is given by the follow-
ing expression:

 
Z R Z s j Z s jin SW BB LO BB LO≅ + − + +

2
2π

ω ω{ ( ) ( )}  (1.4)

50% duty-cycle clocks
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LO+
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π2

VRF  @ ( fLO – fm) =       ZBB(–fm)I*RF
2
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π

IRF
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FIGURE 1.4 Governing equations in a 50% passive mixer.
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which is equal to the switch resistance in series with a band-pass filter. This band-
pass filter is the same low-pass filter frequency shifted to the RF to become a high-Q 
band-pass filter. More importantly, the center of this high-Q band-pass filter is pre-
cisely controlled by the clock frequency, making it clock tunable.

As shown in Figure 1.6, if the input RF current resides at a frequency offset 
from fLO larger than the baseband filter’s bandwidth, the resulting components of the 
RF voltage at both main and image frequencies would be low by the same amount 
dictated by this filtering. On the other hand, if the distance of the RF current from 
fLO resides in the passband of this filter, the resulting main and image voltages both 
would be high. In other words, both main and image voltage components experi-
ence this built-in high-Q band-pass filter. This property can be utilized to attenuate 
unwanted blockers. This high-Q filtering would reduce the voltage swing across the 
switches and, as a result, would increase linearity.

Now, let us consider having another passive mixer circuit in which its LOs are 
90° phase-shifted versus the first one (Figure 1.7). If the same RF current is injected 
into the two mixing systems, the RF voltages at the main frequency will be identi-
cal, whereas the image components will be 180° out-of-phase but with the same 
magnitudes.

Due to this mechanism, as shown in Figure 1.8, in a quadrature down- conversion, 
a current at the image frequency circulates between the two channels (between 
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Low-Q baseband impedance

Zin = RSW  +      {ZBB (s – jωLO) + ZBB (s + jωLO)}2
π2

~

FIGURE 1.5 Impedance transformation of 50% passive mixer.
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FIGURE 1.6 Image component and high-Q filtering of the 50% passive mixer.
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nodes A and B). No image current passes through ZL since VA + VB is zero at the 
image frequency. The unwanted image current is down-converted and superposed 
onto the main baseband currents. The magnitude of the image current is proportional 
to the baseband impedance ZBB and is inversely proportional to the impedance of the 
series capacitors C at fLO. If the input impedance of the TIA is not low enough, the 
large image current would adversely affect the performance of the IQ receiver using 
this 50% current-driven passive mixer, which will be addressed next.

For now, let us ignore higher-order harmonics. If there was no image current, intui-
tively, the RF current IRF was supposed to be divided between ZL and the two I and Q 
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FIGURE 1.7 Current-driven passive mixer driven by 50% IQ clocks.
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channels inversely proportional to the impedances seen from the three paths. The cor-
responding baseband currents could be related as in the following expression:

 

I jI
Z I

Z Z R
BB I BB Q

L LO m RF

L LO m C LO m SW

, ,

( )

( ) ( )
= − =
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+ + + + +
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2 2
π

ω ω
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π22 ZBB m( )ω

 (1.5)

However, due to the presence of the circulating image current, the transfer func-
tion for the baseband currents is modified to the following [15]:
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(1.6)

Compared to (1.5), the transfer function (1.6) has these two extra elements: 
[ *( ) ]Z RC LO m SWω ω− +  in the numerator and [ *( ) ( ) ( )]Z R ZC LO m SW BB mω ω π ω− + + 2 2/  
in the denominator. These extra elements drastically lead to some interesting and 
unwanted consequences such as (1) different high- and low-side conversion gains, 
(2) different high- and low-side IIP2 and IIP3 values, (3) leakage of nonlinearity-
generated components from the baseband side of one channel to the other, and (4) 
reduced conversion gain of the receiver. In the following, each of the aforementioned 
effects is briefly described:

 1. Different high- and low-side conversion gains: The first consequence of 
the image current is having different high- and low-side conversion gains. 
In other words, as shown in Figure 1.9a, a frequency component of the RF 
current located at fLO + fm experiences different conversion gain compared 
to the one at fLO − fm. Figure 1.9b plots the simulated high- and low-side con-
version gains for a conventional design against predictions of (1.6), which 
are well matched. Note that at negative frequencies, ZBB is a complex con-
jugate of its values at positive ones, which is why the high- and low-side 
conversion gains can be totally different in (1.6). Also, from (1.6), it can be 
proved that high- and low-side conversion gains would not be different if 
the baseband impedance was symmetric around dc, that is, pure resistive 
input impedance. This different high- and low-side conversion gains would 
have also happened even if we did not have the image current. The presence 
of the image current exacerbates the effect, leading to a lot bigger differ-
ences between high- and low-side conversion gains.

 2. Different high- and low-side IIP2 and IIP3 values: Also, since high- and 
low-side conversion gains are different, obviously, the high- and low-side 
IIP3 or IIP2 numbers would be different as well.
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 3. Leakage of nonlinearity-generated baseband components from one  channel 
to the other: Another impact of IQ cross talk is the leakage of nonlinearity-
induced low-frequency components on the baseband side of the mixer 
switches of one quadrature channel to the other. As shown in Figure 1.10a, 
assume that the baseband loads in the I and Q paths are identical except 
the one in the I channel (upper channel in Figure 1.10a) that has second- or 
third-order nonlinear terms. Now assume that the RF input is composed of 
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FIGURE 1.9 Impact of IQ cross talk on high- and low-side conversion gains.
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two tones at f1 and f2. They are down-converted and become two baseband 
tones at |fLO − f1| and |fLO − f2|. Due to nonlinearity of the current buffer 
in the I channel, low-frequency intermodulation components are generated 
on the corresponding baseband side. However, when the Q-side voltage is 
monitored, despite its load being perfectly linear, the same intermodulation 
components exist and could be as strong as the one in the I channel if the 
receiver is not designed properly. The effect generally causes unexpected 
IIP2 and IIP3 values.

  Interestingly, in the case of IM2 (receiver IIP2), mathematically, it can be 
shown that the leaked IM2 component from the I channel to the Q chan-
nel and vice versa adds up constructively in one channel to the existing 
IM2 component generated in that channel and destructively in the other 
one (Figure 1.10b). Therefore, due to the leakage effect, the IIP2 of the 
receiver measured for one channel is improved and that of the other one is 
degraded.

 4. Reduced conversion gain of the receiver: Another impact of the image 
current is lowering of the receiver conversion gain. In other words, in 
the presence of the image current, the conversion gain is smaller. If we 
call the conversion gain without image current (Equation 1.5) IBB,(ideal) 
and the conversion gain with the image current included (Equation 1.6) 
IBB (actual), it can be shown that
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So, due to the image current, the conversion gain in general is smaller and the 
noise figure degradation of the receiver can be substantial.

1.2.2 Design of ReceiveRs with 25% Passive MixeR

It is known that receivers designed with 25% duty-cycle passive mixers offer supe-
rior performance compared to the ones with 50% passive mixers [16,17]. In this 
section, it is explained why this is the case. Figure 1.11 is an example of a receiver 
front end with a current-driven passive mixer driven by 25% duty-cycle clocks. 
The LNA is inductively degenerated and is designed for high transconductance 
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in the signal band to lower noise contribution of the following stages. The mixer 
is directly coupled to the LNA with just a single capacitor of size C*, and there 
are no intermediate transconductance stages between the LNA and the complex 
IQ mixer. The LNA load, ZL, is a parallel LC load, and the complex IQ mixer 
is connected to the LNA through the series capacitor C. The current buffers are 
feedback RC. In each quadrature channel, a large shunt capacitor is connected 
between the differential inputs of the op-amp to filter out the components residing 
at high-frequency offsets (where out-of-band blockers can be very strong) right 
at this point. This lowers the voltage swings at all internal nodes and, as a result, 
improves the receiver linearity.

Again, due to the nature of the passive mixer, assuming the baseband impedances 
are low-pass, the impedance seen by the LNA from the complex mixer is a high-Q 
band-pass filter (Figure 1.11). This built-in high-Q on-chip filter would act as an on-
chip saw filter that can be utilized to attenuate unwanted blockers.

The series capacitor C blocks any possible IM2 components generated inside the 
LNA; otherwise, the receiver IIP2 can be degraded due to device mismatches in the 
mixer switches. Also, depending on the LNA’s architecture, let us say if it is simply 
an inverter, the series capacitor C can be replaced with a common-mode feedback 
inside the LNA [18].

As shown in Figure 1.12, an RF current IRF is commutated by the switches of the 
mixer clocked at a rate fLO with rail-to-rail 25% duty-cycle quadrature LO clocks. 
The differential down-converted currents flow into baseband impedances ZBB, low-
pass filtered, and become baseband voltages across the baseband impedances. Due 
to the lack of reverse isolation of the passive mixers, these baseband voltages are 

* In a differential implementation, two series capacitors exist.
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FIGURE 1.11 Receiver front end with 25% current-driven passive mixer.
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up-converted back to the RF around the LO on the RF side of the switches. Assuming 
that the input is an ideal RF current source, it can be shown that input impedance 
seen from the RF side is given by this expression:

 
Z R Z s j Z s jin SW BB LO BB LO≅ + − + +

2
2π

ω ω{ ( ) ( )}  (1.9)

which means that the baseband impedance is equal to the switch resistance in series 
with a band-pass filter. This band-pass filter, in fact, is the same low-pass filter that 
is frequency-shifted to the RF to become a built-in high-Q band-pass filter. The 
main advantage of this scheme is that, unlike the 50% duty-cycle mixer, no image 
component is created. Thus, the receiver does not suffer from a strong IQ cross talk.

Figure 1.13 illustrates how a receiver with 25% passive mixer can be modeled. 
The LNA is modeled with a current source IRF , with its output impedance given by 
ZL. The single-ended input impedance seen from the current buffer is denoted by 
ZBB. The quadrature 25% rail-to-rail clocks that drive the mixer switches are also 
shown in that figure. At any moment, only one switch, from either the I or the Q 
channel, is ON, and the LNA current flows to the corresponding channel, which is 
why there is no significant IQ cross talk. In other words, no image current can be 
circulated from the I channel to the Q one.

The LNA current is divided between the impedance seen from the LNA load and 
the impedance seen from the switching system in series with the capacitor C. Thus, 
the RF current that is commutated by the switches is given by this expression:
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This expression is just an approximation, and soon the exact equation will be 
derived, which would include the effects of higher-order harmonics. As mentioned 
earlier, with the 25% mixer, the IQ cross talk is weak. Consequently, due to the lack 
of image current, high- and low-side conversion gains are matched better. Also, since 
there is no image current, the IIP2 and IIP3 numbers are also better, the conversion 
gain is higher, and the receiver noise figure is lower.*

In the conventional design, the series capacitor C is sized just large enough to exhibit 
a low impedance at fLO, and the LNA load is an LC tank tuned at fLO (Figure 1.14a). 
This way, the RF current (LNA output current) is just delivered to the mixer with no 
gain and, in fact, with some attenuation depending on the size of Rp (or the inductor 
Q). However, we can optimize the design utilizing the fact that in any parallel RLC 
tank, at resonance, the current of an inductor or a capacitor is Q times larger than 
the total tank current (Figure 1.14b). Thus, for maximum conversion gain, there is an 
optimum for the size of the series capacitor C, and that is a function of inductor loss 
Rp and the switch resistance RSW. It can be shown that for maximum conversion gain, 

* Also, input-referred noise from other stages is less [17].
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the series capacitor, C, must have an impedance equal to R Rp SW . Also, the parallel 
of the series capacitor, C, and the LC load, ZL, must resonate at fLO, which determines 
the size of CL. With this choice of components, the LNA signal current is magnified 
by R Rp sw/ , which is a linear and low-noise gain with appreciable magnitude.

So far, in deriving transfer functions, we have not included higher-order harmon-
ics. If we do not include harmonic up- and down-conversions, the transfer functions 
from the RF current to the baseband voltages at the input of TIAs are given by the 
following equation:
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where the input RF current is assumed to be a tone at ωLO + ωm. However, if we 
include higher-order harmonics, the transfer function becomes more complicated, 
given by
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indicating that now we are dealing with an infinite summation in the denomina-
tor. Overall, due to the harmonic up- and down-conversions, the conversion gain is 
expected to be slightly lower.

For both optimum and conventional designs, the transfer functions are simu-
lated in Spectre-RF and plotted in Figure 1.15a and b. In both cases, the simulated 
transfer functions perfectly match with the accurate transfer function given in (1.12); 
therefore, legends have been omitted. Also, the simplified transfer function in (1.11), 
which was derived without including harmonic effects, is also plotted for both cases. 
As observed, except for an insignificant error around the LO, the simplified transfer 
function is a good and convenient approximation, without having to deal with har-
monics and the associated complicated equations.

1.3 TRANSMITTER DESIGN WITH PASSIVE MIXERS

Figure 1.16 depicts a generic IQ transmitter for wireless applications. The transmitter 
is composed of two digital-to-analog converters (DACs): one for the I channel and one 
for the Q one. The two IQ DACs receive their inputs from the DSP unit, and they are 
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followed by two low-pass filters which are also called reconstruction filters. The low-
pass filters are followed by a complex up-conversion mixer, in which the  baseband 
information is up-converted to the LO frequency. The mixer output is followed by 
an on-chip power-amplifier (PA) driver to drive the off-chip PA. Sometimes, there is 
an external SAW filter, prior to the PA, to attenuate out-of-band unwanted emissions 
such as receive-band noise in FDD systems. Finally, the external PA is connected to 
the antenna typically through an antenna switch. Normally, the transmitter requires 
some gain control as well. For example, in a wideband code division multiple access 
(WCDMA) transmitter, at least 70 dB gain control with 1 dB resolution is required.
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FIGURE 1.15 Spectre-RF simulation results of the transfer function against predictions with 
and without harmonics (Equations 1.11 and 1.12). (a) Optimum design. (b) Conventional design.
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Until recently, most of the transmitters were using active mixers for up-conversion 
(Figure 1.16). The active mixers are also called Gilbert cells. In order to embed part 
of the gain controllability in the transmitter, the Gilbert section is usually composed 
of smaller unit cells connected in parallel. This adds a lot of capacitive loading for the 
high-frequency LO lines,* increasing power consumption of the LO generation block.

This architecture has a few other serious drawbacks. First, the LOFT does not 
scale with the transmitter gain. The reason is that if one of the mixer units is disabled 
to lower the transmitter gain, the switches of that mixer unit are still clocked by the 
LO clocks. Consequently, the LOFT will not scale down along with the transmitted 
signal. Another drawback is that the image-rejection ratio (IRR) of the transmitter 
varies with the gain control too. So, when we disable one mixer unit, we need to 
recalibrate the IRR. Furthermore, the transmitter layout is complicated, because each 
mixer unit has four input LO lines, four input baseband lines, and two output RF lines. 
And considering that the layout must be extremely symmetric and the lines must be 
shielded for good LOFT, the transmitter layout becomes extremely complicated.

And finally, the transmitters designed with active mixers suffer from typically 
poor out-of-band noise, including the RX-band noise. Therefore, in this section, we 
aim to design the transmitters with passive mixers too.

1.3.1 Design of tRansMitteRs with 50% Passive MixeR

Let us first study the designing of transmitters with 50% passive mixers. The first 
architecture for such a transmitter is shown in Figure 1.17. The baseband signals 
in the I and Q channels after experiencing the low-pass filtering are individually 

* Four lines, two differential lines for the I channel clocks, and another pair of differential lines for the 
Q channel.
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FIGURE 1.16 Transmitter design with an active mixer.
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up-converted to the RF through two passive mixers driven by 50% duty-cycle 
clocks. Switches of the mixers are working in the voltage mode. Therefore, the 
output impedance seen from the low-pass filters must be very low, in order to have 
the highest conversion gain. The RF outputs cannot be shorted together, because 
at any given moment, one switch in the I channel and one switch in the Q chan-
nel are simultaneously ON. Thus, direct connection of the RF sides of the I and Q 
mixers would be catastrophic as the low-pass filters have low output impedance 
and the mixers are operating in the voltage mode.* To mitigate the problem, the 
two mixers are capacitively coupled to the following PA driver (capacitors C in 
Figure 1.17). The size of these capacitors must be small enough to ensure the two 
low-pass filters do not drastically load each other, yet large enough not to lead to 
an excessive gain loss.

The entire gain control of the transmitter can now be embedded inside the PA 
driver. Now, LOFT scales down with the transmitter gain control. If the transmitter 
gain is lowered by 1 dB, the LOFT scales down by the same factor, which is a very 
attractive feature. We can calibrate the transmitter for the LOFT† once, and the cali-
bration results can be used over the entire gain settings. Also, since by changing the 
gain control the mixer does not experience any change, the IRR remains unchanged 
as well. This is an attractive feature too, because we can calibrate the IRR once and 
use the resulting calibration coefficients over all gain settings.

To implement the gain control, similar to the conventional transmitter design with 
an active mixer, the PA driver needs to be composed of small unit cells. But unlike 
the design with an active mixer, the unit cells would have only two differential RF 

* It resembles as if two different voltage sources are shorted to each other.
† To find proper baseband dc offsets to counterbalance the LOFT.
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inputs and two differential RF outputs, making the layout floor planning a lot easier. 
Additionally, since the mixer is now compact, it would result in less power consump-
tion in the LO generation block.

The transmitter in Figure 1.17, however, suffers from a serious drawback, that is, 
circulation of the image current between the two I and Q channels. Assume that it is 
intended to transmit a single tone at fLO + fm from the PA driver output, where fm is a 
small frequency offset. The RF voltage at point A, which is the RF side of the passive 
mixer of the I channel, is composed of two major frequency components at fLO ± fm 
with equal magnitudes. At point B, which is the RF side of the passive mixer of the 
Q channel, these two tones with similar magnitudes are present too. The problem 
is that at the image frequency, fLO − fm, the components at points A and B are 180° 
out-of-phase. This causes an image current circulating between the two channels 
through the two series capacitors C, which exacerbates the difference between high- 
and low-side up-conversion gains.* The image current is proportional to the size of 
the series capacitors, C. Therefore, a smaller C would lower the image current, but 
the penalty would be less conversion gain.

There is another way to design the transmitter with 50% passive mixer that does 
not have the circulating image problem. The architecture is shown in Figure 1.18. 
The two RF outputs in the I and Q channels are buffered first, for example, by 
placing two separate transconductors (Gm) units, in which their outputs are shorted 
together. Compared to the design in Figure 1.17, in this architecture, the PA driver 
units would be more complicated, that is, four RF inputs as opposed to two.† 

* We will shortly see that in a transmitter with 25% passive mixer, even though there is no circulating 
image current, still the transmitter may suffer from having different high- and low-side conversion gains.

† The implementation is assumed to be differential.
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Considering that the two transconductors in the I and Q channels in the PA driver 
units could be randomly mismatched with respect to each other, the IRR would now 
vary over different gain settings. As a result, each gain setting may require its own 
calibration procedure. Similarly, the LOFT may need to be calibrated over vari-
ous RF gain settings. Despite the above mentioned drawbacks, good aspects of the 
transmitter design with passive mixers such as low noise and applicability to low 
supply voltages are preserved.

1.3.2 Design of tRansMitteRs with 25% Passive MixeR

Another way of eliminating the image current is to design the transmitters with 25% 
passive mixer, as shown in Figure 1.19. In fact, the transmitter with 25% duty-cycle 
passive mixer is the most optimum design in all aspects [19], except its need for 
25% LO clocks as opposed to 50% duty-cycle clocks that are typically available. Its 
architecture is simple, especially in terms of layout floor planning, and leads to the 
minimum amount of routing parasitics. Also, switches of the passive mixer carry no 
dc currents, making it superior to the active mixer in terms of power consumption as 
well as noise, especially flicker noise. Additionally, the passive mixer–based archi-
tecture is perfect for low-voltage applications, because there is no device stacking. 
Furthermore, if the gain control is performed on the RF side, since the passive mixer 
does not experience any change over different gain settings, LOFT and IRR need to 
be calibrated only for one given gain setting. The calibration results can be applied 
to other gain settings in order to get satisfactory LOFT and IRR performance. Such 
a single-point calibration minimizes the calibration time. Also, the units in the PA 
driver are very simple, as there are only two RF inputs and two RF outputs (assum-
ing differential implementation). As mentioned earlier, the only drawback is the need 
for low-noise 25% duty-cycle nonoverlapped clocks, which can be generated from 
50% LO clocks by simply using four AND gates [5].

In order to understand the operation of the transmitter with the 25% passive 
mixer, we can simplify the transmitter as illustrated in Figure 1.20. From the base-
band side, we can use the Thevenin theorem to replace the I and Q low-pass filters 
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FIGURE 1.19 Transmitter design with 25% passive mixer.
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with their Thevenin equivalent. Zout is the single-ended output impedance seen from 
the outputs of the low-pass filters. ±vBB,I is the open circuit voltage of the I channel, 
which is the voltage at the low-pass filter output when it is not connected to the mixer 
switches. Obviously, this voltage is the DAC voltage in the I channel that has experi-
enced the low-pass filter transfer function. Similarly, ±vBB,Q is the open circuit volt-
age at the output of the Q channel. On the RF side, the input impedance seen from 
the PA driver is assumed to be capacitive, which is a practically good assumption. 
The size of this capacitor is equal to CL. Now, we assume that switches can be mod-
eled as an open circuit in the OFF mode and as a resistor of size RSW in the ON mode, 
making the system LTV. The Thevenin theorem remains valid for LTV systems as 
well. Therefore, the four baseband voltages can be replaced with a single RF voltage 
in series with the switching system that is composed of four switches and four identi-
cal baseband impedances Zout with no series baseband voltage sources anymore (the 
circuit on the right-hand side of Figure 1.20). On the RF side, the Thevenin voltage 
is readily found, which is given by the following equation:

 v t v t S t S t v t S t S tth BB I I I BB Q Q Q( ) ( )[ ( ) ( )] ( )[ ( ) ( )], ,= − + −+ − + −  (1.13)

in which SI+(t) is defined to be 1 when the corresponding switch is ON and 0 other-
wise. Thus, SI+(t) is a periodic signal with a duty cycle of 25%. Similarly, SI−(t), SQ+(t), 
and SQ−(t) are defined. The spectrum of the Thevenin voltage, vth(t), is graphically 
explained in the frequency domain (Figure 1.21a). The baseband signals in the I 
and Q channels are assumed to have different frequency spectrums. Of course, we 
know that the baseband signals in the I and Q channels are typically statistically 
 independent signals. The spectrum of the equivalent RF Thevenin voltage is also 
depicted. The part of the spectrum around the LO is the desired up-converted signal. 
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However, there are some up-converted components around higher-order odd har-
monics that are undesirable. The up-converted frequency components around 3fLO 
are those of around fLO, but mirrored around the center along with a scaling factor of 
1/3. Around 5fLO, the scaling factor is 1/5 and no mirroring takes place. And similar 
trend is repeated for the remaining higher-order odd harmonics of the LO. The fact 
that the spectrum around 3fLO is mirrored adversely impacts the linearity perfor-
mance of the transmitter, and we will come back to this later on.

Now, as shown in Figure 1.21a, due to the nature of the LTV system, all of the fre-
quency components of the Thevenin voltage around fLO, 3fLO, 5fLO, … can contribute 
to the final RF signal across ZL around fLO. It can be shown that the final RF voltage 
across the RF impedance around fLO is equal to the following expression [19]:

 

V Z
Z R

e V e V

RF
L

L SW

j
BB I LO

j
BB Q

,

/
,

/
,

( ) ( )
( )1

4 4

2
ω

π
ω

ω

ω ω ω ωπ π

=
+

×
− + −( ) −

LLO

out LO
L LO SW

p
Z

p Z p R

( )

( )
( )⎡⎣ ⎤⎦

+ −
+( ) + +=−∞

+∞

∑1 2 1
4 1 42 2π

ω ω
ω ω

 

(1.14)

(b)

+

Approximate
�evenin
equivalent

–
CL

Zth(ω) = RSW +
(2/π2) Zout(ω – ωLO) vRF (t)

LOI–

LOI+

LOQ+

LOQ–

Zout(ω)

Zout(ω)

vth(t)

�evenin
equivalent

(a)

+ +–

–

fLO

f

CL vRF(t)

vRF,1(w)
vRF,3(w) vRF,5(w)

=1/3~
1

~=1/5
3fLO 5fLO

FIGURE 1.21 Transfer function from the baseband to the RF. (a) Thevenin equivalent 
 circuit. (b) Simplified Thevenin equivalent circuit ignoring harmonics.



24 Wireless Transceiver Circuits

in which ZL is the impedance of the RF load (which is the capacitor CL in Figure 1.21a) 
and Rsw is the switch resistance. Also, the RF voltage around 3fLO is given by
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which is the mirror of the frequency components around fLO. Since ZL is simply a 
capacitor and there is no resonance (inductor in shunt with CL), for the maximum 
conversion gain for the transfer function, the switch resistance Rsw and (2/π2)Zout(0) 
must be much smaller than the impedance of ZL at the LO frequency. This means 
that the output impedance of the baseband filter must be low. Typical numbers for 
Rsw and Zout(0) could be 10 Ohm or less. It must be mentioned that in deriving (1.14) 
and (1.15), Zout of the baseband low-pass filter was assumed to be low pass with the 
cutoff frequency much smaller than the LO frequency. This approximation is valid 
for most of practical designs.

Equations 1.14 and 1.15 are not friendly to deal with and also they are not intui-
tive. A good approximation is shown in Figure 1.21b, in which the switching portion 
of the Thevenin equivalent in Figure 1.21a is approximated with an LTI impedance. 
This new Thevenin impedance is approximated by the following equation:
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Thus, the equivalent Thevenin impedance is equal to Rsw in series with (2/π2)Zout(ω − 
ωLO), where the baseband output impedance, Zout, is frequency-shifted to the LO 
along with a scaling factor of (2/π2). This is an LTI-based approximation, and there is 
no switching system anymore in the model, simplifying the calculations. The trans-
fer function from the baseband to the RF voltage across CL predicted by this LTI 
approach is given by
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Figure 1.22a plots the transfer function obtained from Spectre-RF simulation 
results and compares it against the LTV prediction of (1.14) and the LTI-based 
 prediction of (1.17), when the input frequency is swept from 1.5 to 2.5 GHz (the 
LO frequency is 2 GHz). While the LTV-based approach predicts the transfer 
function with the highest accuracy, with the LTI-based approximation, the error 
is less than 1 dB. Considering its enormous simplicity, it is worthwhile using it. 
Figure 1.22b zooms into the frequency range of ±20 MHz over the LO. Evidently, 
from −20 to +20 MHz, the conversion gain from the baseband to the RF can be 
different by as large as 1 dB. This ripple would add up to the ripple of the low-pass 
filter. The requirements on the error-vector magnitude (EVM) of each transmis-
sion standard impose some limitations for the allowable ripple. Consequently, 
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unlike in the design with an active mixer, with the passive mixer design, the 
high- and low-side conversion gains can be different. We now know that this dif-
ference in the high- and low-side conversion gains originates from lack of reverse 
isolation between the RF and IF ports. The question is, “How can we lower this 
difference between high-side and low-side conversion gains in the transmitter?” 
If we look at the conversion gain formula in (1.14), there are two solutions: (1) 
Output impedance of the baseband filter can be designed to be very low over the 
desired baseband signal bandwidth, for example, from dc to 2 MHz in the case 
of WCDMA. This is quite doable as in baseband frequencies as we can always 
utilize feedback. (2) Over the baseband signal bandwidth, the output impedance, 
Zout, can be designed to be dominantly real.

As shown in Figure 1.23, the low-pass filter can be followed by a buffer, in order 
to ensure its output impedance, Zout, is very low (less than 5 Ohm) over the baseband 
signal’s bandwidth, for example, from dc to 2 MHz in the case of WCDMA. This 
buffer should also be very linear not to adversely impact the linearity performance of 
the transmitter. The buffer must have very low noise not to degrade the transmitter’s 
out-of-band noise requirements, especially the receive band that usually imposes 
challenging requirements. Typically, as the last stage of baseband filtering, a first-
order RC passive filter attenuates far-out noise originating from the DAC and also 
noise coming from prior stages of the low-pass filter (complex poles). Therefore, 
only the buffer stage is the major contributor for the receive-band noise as long as 
the baseband section is considered. For this purpose, the buffer must be designed to 
have low noise to begin with. A very good technique would be to design the buffer 
such that it exhibits very low output impedance across the desired baseband signal 
bandwidth, while having high output impedance at higher frequencies. This way, 
the up-conversion gain for far-out noise components would be lower (Zout in [1.17] is 
large for these components), while the up-conversion gain for the desired baseband 
signal is maintained high.

It was explained that on the RF side of the passive mixer, which is the PA 
driver input, besides the desired signal around fLO, there are up-converted signals 
at 3fLO, 5fLO, and so on. Around 3fLO, the up-converted signal is flipped over its 
center with respect to the desired signal at fLO, and its magnitude is one-third of 
the desired signal. Around 5fLO, the signal is not flipped and the magnitude is one-
fifth. Assume that only the desired signal was present at the mixer outputs; the 
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I and Q LPFI and Q

FIGURE 1.23 Interface of the low-pass filter and the passive mixer.
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third-order nonlinearity of the PA driver would cause spectral regrowth, described 
by a metric called the adjacent channel leakage ratio (ACLR). The broadened 
 signal generates frequency components in the adjacent channels, and the ACLR 
is defined to be the power of the leaked signals to the adjacent channels to the 
power of the desired signal. Therefore, according to this definition, we can have 
upper and lower ACLR numbers. The question is, “What happens to ACLR due to 
the presence of up-converted frequency components around 3fLO, 5fLO, …?” Here, 
we focus on only the frequency components around 3fLO. Due to the third-order 
nonlinearity of the PA driver, the desired signal and the unwanted components 
at 3fLO would mix with each other and create additional unwanted components 
around fLO. Portions of these components would fall on top of the desired chan-
nel, and the rest create frequency components in the adjacent  channels, degrading 
the ACLR performance. Since the up-converted signal around 3fLO is mirrored 
in the  frequency domain, mathematically, it can be shown that the generated sig-
nal due to the PA driver nonlinearity around fLO is totally a different signal than 
the desired signal with different statistics. The components falling on top of the 
desired signal band would impact only EVM, but the effect on EVM is generally 
negligible. However, the frequency components falling on the adjacent channels 
can significantly degrade ACLR. For example, in a WCDMA transmitter, this 
degradation is about 6 dB, meaning that whatever ACLR can be archived for a 
given PA driver nonlinearity when the input is only the desired signal, with the 
3 LO components involved, the ACLR would be degraded by 6 dB (Figure 1.24). 
The effect makes the already stringent linearity requirements of the PA driver 
even more challenging. In the design with an active mixer, one can use a tuned 
LC load to filter out the 3 LO components and beyond before the final signal is 
applied to the PA driver, but that cannot be easily done in the passive mixer case.*

* Having an inductor in parallel with CL and tuning their center to fLO would not work in the passive 
mixer, and other techniques must be utilized to filter out up-converted components around higher-order 
harmonics.
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1.4 CONCLUSIONS

The performance of transceivers designed with passive mixers driven by 50% or 
25% duty-cycle clocks was studied. How various receiver or transmitter components 
must be chosen in order to achieve the best linearity and conversion gain perfor-
mance was demonstrated. It was also shown that since there is no reverse isolation 
between the RF and IF ports of a passive mixer, the mixer reflects the IF impedance 
to the RF and vice versa through frequency shifting along with some scaling factors. 
Due to this lack of reverse isolation, in IQ transceivers, the two I and Q channels can 
potentially undergo a mutual interaction called the IQ cross talk.

In the receiver, the IQ cross talk causes unequal high- and low-side conversion 
gains, different high- and low-side IIP2 and IIP3 numbers, lower conversion gain, 
and increased receiver noise figure. The process as to how to design the passive 
mixer and its RF and IF loads in order to optimize the receiver for the best perfor-
mance in terms of linearity, conversion gain, and noise figure and to alleviate the IQ 
cross talk issue was illustrated. It was also explained that, in general, receivers with 
25% duty-cycle current-driven passive mixers outperform the ones designed with 
50% passive mixers. With the 25% passive mixer, the IQ cross talk is eliminated, 
significantly lowering the severity of issues such as unequal high- and low-side con-
version gains and different high- and low-side IIP2 and IIP3 values.

Similarly, it was observed that transmitters with 25% duty-cycle passive mix-
ers outperform the ones designed with 50% duty-cycle passive mixers. This chapter 
clarifies that the circulating image current between the two I and Q channels is the 
main reason that the issues such as unequal high- and low-side conversion gains are 
stronger in transmitters designed with 50% duty-cycle passive mixers. With the 25% 
duty-cycle mixer design, the image problem is eliminated and, as a result, the IQ 
cross talk is minimized. The main drawback can be the need for generating the 
25% duty-cycle quadrature clocks at GHz frequencies, which adds to the transmitter 
power consumption.
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2 Receiver IP2 Variability

Sven Mattisson

2.1 INTRODUCTION

Second-order intermodulation distortion (IM2) has been much less of a concern his-
torically for the radio receiver designer than third-order intermodulation distortion 
(IM3). This has been the case since IM2 products mostly fell out-of-band for nar-
rowband receivers, while significant levels of IM3 could easily fall in-band. With 
the adoption of the homodyne, or zero-IF, and low-IF receivers (see Figure 2.1), 
this situation has changed. Amplitude-modulated signals will generate IM2 at base-
band frequencies, for example, due to a strong adjacent channel interferer or due to 
own transmitter leakage. Even if these baseband IM2 products are generated before 
the mixer, they may still leak through the mixer due to a nonzero DC offset. When 
the nonlinearity is in the baseband circuitry, all such IM2 will directly become 
co-channel interference.
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IM2 at baseband frequencies is largely due to finite common-mode rejection and 
as such varies in a random fashion. For high-volume production, it is very important 
to know the variability of the IM2 performance of a receiver. To gain understanding 
of this random process, we will revisit the theory of basic nonlinear effects in a typi-
cal radio receiver and apply this insight when developing a statistical second-order 
intercept point (IP2) variability model. The model is targeting IP2 variability rather 
than IM2, as the intercept point only requires power-level measurements and not 
amplitude and phase (sign). Finally, we also show how bounds of this variability can 
be estimated from a limited number of samples.

2.2 WEAK NONLINEARITY FUNDAMENTALS

The large signal transfer characteristic of an active device can be quite nonlinear, 
for example, the exponential or square-law behavior of a BJT or long-channel MOS 
transistor, respectively. In radio receiver circuitry, however, devices in the signal 
path are operated such that linearity is essentially preserved. We can almost always 
assume any device transfer function f(·) to be a weak nonlinearity of order 3; see, for 
example Sansen5, that is,

 y f x a x a x a x= = + +( ) .1 2
2

3
3  (2.1)

This cubic polynomial can be used to model the nonlinearity of a transistor transfer 
conductance (gm) as well as output saturation, either as isolated effects or in combi-
nation. In general there should also be a constant bias term (i.e., a0) independent of x, 
but for simplicity and without loss of generality we omit this term.

When a single tone is applied to f(·) we get harmonic responses, but in reality, we 
operate on modulated signals causing more complex intermodulation products. It is 
most convenient to study these complex responses via analysis of a two-tone inter-
modulation test, as will be described in the following.
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FIGURE 2.1 Simplified block diagram of a homodyne frequency-division duplex receiver.
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2.2.1 haRMonic DistoRtion

To study the effects of the cubic polynomial coefficients, a2 and a3, on a narrowband 
signal, we substitute x = Acos(ωAt) in (2.1) and get
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This equation shows the generation of harmonics due to the nonlinearity f(·). For 

example, we see that second-order distortion (a2) causes a DC shift by a A
2

2

2
 even 

though our f(·) does not contain any constant term. Furthermore, gain expansion is 
given by the cubic term in the cos(ωAt) expression, or
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For example, when a1a3 > 0, the gain will increase with signal level (e.g., in a class 
C amplifier), or when a1a3 < 0, the gain will decrease (e.g., in a saturating amplifier). 
Finally, second- and third-order harmonic distortions are given by
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2.2.2 inteRMoDulation DistoRtion

When two or more significant signals are present, harmonic mixing products will 
appear. By letting x consist of two tones, that is,

 x A t B tA B= ( ) + ( )cos cos ,ω ω
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and substituting this in (2.1), we can study harmonic as well as intermodulation 
 distortion. Then we get
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(2.5)

We see the same harmonic components as in (2.2) but here repeated for both ωA 
and ωB. In addition to the harmonic components, we also see intermodulation com-
ponents and cross-modulation components where the amplitude of one carrier influ-
ences the level of another, and vice versa. The intermodulation terms are due to a2 at 
ωA ± ωB and due to a3 at 2ωA ± ωB and 2ωB ± ωA, while the cross-modulation terms 
are due to a3 at ωA and ωB, respectively.

Specifically looking at the intermodulation products in (2.5), we can identify 
some to be due to a2 and the others due to a3, resulting in IM2 and IM3, or
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We also see that the intermodulation products occur at all combinations of sum and 
difference frequencies and that they depend on the input signal amplitudes. By com-
paring (2.4) and (2.6), we also recognize that

 IM HD IM HD2 2 3 32 3= =and .  (2.7)

2.2.3 cascaDeD nonlineaRities

When input and output nonlinearities are evaluated separately or when we are cas-
cading two nonlinear devices, we can find the overall nonlinearity by cascading two 
polynomials. Such cascade formulas may be derived by evaluating the nonlinearities 
recursively; see, for example Macdonald3. For example, when two weakly nonlinear 
amplifiers are cascaded, the second amplifier will have the nonlinear output of the 
first as its input, or in polynomial form

 y = b(a(x)) = c(x). (2.8)

When the coefficients of a(·) and b(·) are known, we can solve for the coefficients in 
c(·) by identifying like terms and get
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 (2.9)

For simplicity, we have ignored higher-order terms, and we can do this without loss 
of generality as we are only interested in weak nonlinearities.

From (2.9), we see that when cascading two strictly square nonlinearities (i.e., 
a3 = b3 = 0) we will still get IM3 as c3 ≠ 0, but cascading two strictly odd nonlin-
earities (i.e., a2 = b2 = 0) does not cause any even-order distortion as also c2 = 0 
in this case.

2.2.4 DiffeRential nonlineaRities

A differential circuit can be considered to consist of two similar single-ended cir-
cuits in parallel, sharing a common virtual ground. The differential circuit then sees 
the full input signal, while the single-ended parts see one-half of the input each but 
with opposite polarities. The weak polynomial describing each half circuit will in 
general not be the same as that describing the differential circuit.
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Then, by considering the even and odd symmetries of a function f(·), that is, when 
f(·) = feven(·) + fodd(·), we have

 

f x f x
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and due to the fact that a differential amplifier is driven by a differential signal, we 
can deduct that odd-order distortion products add up while even orders cancel.

Since symmetry cancels the even terms, we would expect a2 → 0, but mismatch 
causes some residual second order resulting in a finite IM2D, or

 IM IMD S2 2⊕ ,  (2.11)

where ε is the matching accuracy (often on the order of 0.1%−1%).

2.2.5 feeDback aRounD a nonlineaRity

Feedback is a well-known technique to enhance linearity, but it also occurs as unin-
tentional series and shunt feedback due to parasitic effects.

Assuming a linear feedback β around a reference variable f(xe) (see Figure 2.2), 
we get

 
y g x f x f x g xe= = = −( )( ) ( ) ( )β  (2.12)

with the feedback factor F f
xe

= +
∂
∂

1 0
β

( )
; see, for example Sansen5

To find g(x) as a function of f(xe) and β, neglecting DC terms, we assume f(·) and 
g(·) to be cubic polynomials. As before, we have

 y = f(x − βy), (2.13)

but this is an implicit relation in y(·), so it is easier to solve the inverse relation

 x y f y g y= + =− −β 1 1( ) ( )  (2.14)
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FIGURE 2.2 Mapping of a simple feedback model to a single nonlinearity.
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and then use series inversion2 to express g(·) in the ai terms of f(·). By identifying 
terms of like powers, we get
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where F is the feedback factor (i.e., 1 + β a1). We see that the linear gain drops by 
F and consequently also the input to f(·), resulting in reduced distortion levels for a 
fixed input signal level (i.e., constant x).

By normalizing the nonlinear components of g(·) to the linear gain, we get
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where we see both the gain reduction and the linearity improvement clearly. These 
equations refer the linearity improvement to the input, but by looking at the last frac-
tion of (2.16), we get the output-referred improvements (e.g., 1/F for IM2) as we then 
adjust for the lower gain we get when feedback is applied.

2.2.6 inteRcePt Points

When specifying the linearity performance of a circuit, it is not sufficient to quote 
the ratio of a distortion component to a fundamental component since this ratio 
depends on the signal levels. However, by letting the two input signals in (2.5) be 
equal in amplitude, but different in frequency, and extrapolating one of the IM2 and 
IM3 levels until it intercepts the extrapolated fundamental tone (Figure 2.3), we get 
the second- and third-order intercept points, respectively, or
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These intercept points offer a convenient and unambiguous way to characterizing a 
week nonlinearity. If a1 . a3 < 0, then IP3 will be imaginary according to the defini-
tion in (2.17). In most texts, the absolute value of IP3 is used, but it is convenient to 
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use the complex value* as an imaginary IP3 corresponds to gain compression and a 
real one to gain expansion.

Using the intercept points in (2.17), we can recast (2.5) to

 

f A t B t
a

A
IP

A A B
IP

tA B
A

cos cos
cos

ω ω
ω

( ) + ( )( )
= + +

+⎛

⎝
⎜

⎞

⎠
⎟ (

1

2

2

2 2

3
22

1 2 ))

+ ( ) + ( )

+ + +
+⎛

⎝

A
IP

t A
IP

t

B
IP

B B A
IP

A A

2

2

3

3
2

2

2

2 2

3
2

2
2

3
3

2
1 2

cos cosω ω

⎜⎜
⎞

⎠
⎟ ( )

+ ( ) + ( )

+

cos

cos cos

cos

ω

ω ω

ω

B

B B

A

t

B
IP

t B
IP

t

AB
IP

t

2

2

3

3
2

2

2
2

3
3

++( ) + −( )⎡⎣ ⎤⎦

+ +( ) + −

ω ω ω

ω ω ω ω

B A B

A B A B

t t t

AB
IP

A t t A t t

cos

cos cos
3
2 2 2(( )⎡⎣

+ +( ) + −( )⎤⎦B t t B t tB A B Acos cos �2 2ω ω ω ω

 

(2.18)

* If in doubt, the coefficients a1, a2, and a3 can always be used.
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ωA, ωB1 dB
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FIGURE 2.3 Intercept point definitions. The spurious-free dynamic range (SFDR) is the 
maximum ratio of signal power to any noise and distortion products. IIPx and OIPx represent 
the input- and output-referred intercept points, respectively.
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where we now refer the intermodulation products to the input by dividing f(·) with 
a1 (i.e., the relative distortion is the same at input and output, less a scale factor a1).

Since linearity in practice is characterized by intercept points rather than polyno-
mial coefficients, (2.18) is more convenient to use than (2.5).

By using the cascade coefficients, as derived in (2.9), we can find the intercept 
points of a cascade as
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Both IP2 and IP3 of the second stage can be referred back the input by simple signal- 
and power-gain scaling, respectively. It is also interesting to note that combining an 
expanding and a compressing nonlinearity (i.e., when one of IP3a and IP3b is imagi-
nary) we can increase the cascade IP3. In the limit, IP c3

2  can be infinite but then we 
need to consider higher-order terms as well.

2.2.7 cRoss MoDulation

Circuit gain will depend on the levels interfering signals due to circuit nonlinearities. 
This effect is shown by the cos(ωAt) term in, for example, (2.19).

A strong blocking carrier (ωB) will reduce, or expand, the gain at ωAt when the 
blocker level B approaches IP3. In the case where B has a constant envelop, for 
example, an unmodulated or phase-modulated carrier, then gain will just change, but 
when the blocker has a time-varying amplitude (i.e., AM), we will get cross modula-
tion of the blocker envelop onto ωA. Amplitude modulation of ωB is similar to what is 
also called triple beat in the literature, when three test tones are used.

The situation in which the interferer is amplitude-modulated can be analyzed by 
letting B → B(t) in (2.18). The output signal at ωA will then be

 

y a A B t
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tA Aω ω≈ +
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⎟ ( )1

2

3
21 2 ( ) cos .  (2.20)

From this equation, we see that the amplitude modulation at ωB is transferred onto 
the signal at ωA, hence, this effect is called cross modulation.

A common cross-modulation scenario is when there are two interferers: one 
AM-modulated with a bandwidth of BW and another possibly AM-modulated but 
within a BW away from the desired signal. For example, the transmit signal of 
a 4G handset will leak to its input and this signal may cross modulate on top of 
a nearby narrowband signal (e.g., a 2G base station signal or the handset’s own 
receiver LO leakage). Cross modulation on top of the receiver’s own LO leak-
age will look exactly like IM2 due to B(t),2 but it is really an IM3 component as 
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it depends on IP3 (i.e., a3). Even though it can be hard to distinguish from IM2, 
we will disregard it here as its mechanisms and statistics will be very different 
from those of a genuine IM2 (i.e., one that is due to a nonzero a2 polynomial 
coefficient).

2.3 RECEIVER MIXER iM2 MECHANISMS

As derived in the previous sections, we know that any IM2 product is a 
 common-mode signal due to an even-order nonlinearity. That is, it is only due 
to device nonlinearities causing single-ended IM2 and layout or cross-talk asym-
metries limiting common-mode suppression. To reduce IM2, we need to reduce 
mismatches and enhance device linearity (without impairing mismatch in the 
process). Leakage between mixer ports will also generate IM2 in this fashion. 
As mentioned in Section 2.2.7, cross modulation can be mistaken for IM2, but it 
is an odd-order nonlinearity phenomenon and will in general require other solu-
tions than what is effective for IM2, for example, lower LO leakage, and will not 
be covered here.

Baseband IM2 at an RX mixer output is primarily a common-mode signal due 
to mixer device output nonlinearities. With mismatches, a fraction of this signal is 
converted to a differential signal, and in a well-designed balanced circuit, this dif-
ferential IM2 has a Gaussian distribution with a zero mean (i.e., no systematic mis-
match). Also, when the stages in front of the mixer generate significant amounts of 
IM2 around zero Hz, some of this will also leak through the mixer, for example, due 
to LO asymmetry, and end up as co-channel interference after the mixer. Normally, 
these latter contributions are less significant as a balanced RF driver stage is often 
used in front of the mixer.

We can model IM2 generation as in Figure 2.4. Here two current sources repre-
sent the single-ended IM2 currents driving the baseband load resistors. The mixer 
imbalance is introduced by adding small IM2 current and mixer load resistor 

Double balanced mixer
O�set model

II + ∆I

RR + ∆R Vo

+ −

∆I = N (mI,σI)

∆R = N(mR,σR)

mI, mR ≈ 0

FIGURE 2.4 Conceptual receiver mixer and its IM2 model.
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offsets, ΔI and ΔR, respectively. Although the model is depicted as a Gilbert 
mixer, the results we will derive in the following are, to a first order, valid for 
most mixer structures, for example, passive MOS mixers.

With I and I + ΔI being the single-ended IM2 currents out of the mixer devices, the 
differential IM2 can be found to be
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(2.21)

where we have assumed ΔI/I, ΔR/R ≪ 1.
Then, by letting the variance of the IM2 equal P IPi

2
2/ (W), we can find random 

IM2 samples as

 

IM N P
IP

Vi
2

2

2
0 1= ( , ) †( ),



 (2.22)

where N m( , )σ  is a Gaussian random variable of mean m (≈0) and standard deviation 
σ. A set of unbiased samples can be obtained by scaling a Gaussian set M ∈ N(0, 1) 

with P IPi
2

2/ .
We can plot histograms of simulated IM2 sample sets, where IM2 is represented 

as a linear voltage, linear power, and logarithmic power (dBm), respectively; see 
Figure 2.5. From these plots, it is clear that only the linear voltage representation 
has a Gaussian distribution. This also means that we cannot recover the Gaussian 
distribution of IM2 from data that lack sign information, for example, due to power-
based measurements.

Further, by substituting our simulated set of IM2 values in
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we get a set of IP2 values. Representing these as linear and logarithmic powers (see 
Figure 2.6), we get something that resembles typical IP2 characterization data distri-
butions (in the dBm case at least, see e.g. Figure 2.14).

Fitting a Gaussian distribution to the IP2 (dBm), as in the right graph of Figure 2.6, 
will not be very accurate. In particular, the sample size in the lower bin (i.e., the 
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FIGURE 2.5 Histograms for simulated IM2 variations with a Gaussian distribution fit super-
imposed: (a) IM2 as a linear voltage (V), (b) as a linear power (W), and (c) as a logarithmic 
power (dBm).
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worse IP2 samples) is greatly exaggerated by the fitted Gaussian, leading to a very 
pessimistic lower bound of the IP2 variability range. In the following, we will show 
how to achieve a better metric and worst-case estimate.

2.4 STATISTICAL iP2 MODEL

Let, as before, the mixer outputs I and Q (but not I + jQ) be Gaussian with zero mean, 
that is,

 IM N N2 0 0 1= =( , ) ( , ) ,σ σ  (2.24)

with the IM2 amplitude in volts. Then, in dB units, we get
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where Pi is the power of either one of the two equally strong two-tone test signals.
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FIGURE 2.6 Histograms of simulated IP2 variations with a Gaussian distribution fit super-
imposed: (a) IP2 as linear power (W) and (b) as a logarithmic power (dBm).
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Defining IP2
 as an IP2 factor (in the same spirit as the well-known noise factor) 

with IP Pi
2

2

210 =
⎛

⎝
⎜

⎞

⎠
⎟lg

σ
, we get the randomized IP2 as

 
IP IP N2 2

210 0 1= − ( ) lg ( , ) .  (2.26)

Using the fact that N2(0, 1) is not Gaussian but a χ1
2 distribution in one parameter (see 

e.g. Abramowitz7), we can finally estimate the expected IP2  as

 
IP E IP IP E2 2 1
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The expected mean of lg( )χ1
2  is known and is

 
E 10 10 2

10
5 521

2lg ln( )
ln( )

. ,χ
γ( ){ } = − +
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with γ being the Euler constant (0.577). That is, the average IP2 for several sample 
circuits (I or Q but not I + jQ) is, in dB units,

 IP IP2 2 5 52= + . .  (2.29)

A very important observation is that, because of the χ2 distribution properties, the 
variation of IP2 is centered around, but independent of, its mean value. The prob-
ability of IP2 being lower than its mean IP2 plus Δ is
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Figure 2.7 shows simulated IP2 values with a χ1
2
 distribution fitted. From the graph, 

one can see that less than 1 ppm of the samples will have an IP2 more than 19.3 dB 
below IP2  (or some 30 ppm at least 17.9 dB below). For example, if we require IP2 > 
38 dBm worst case, then to guarantee at most 1 ppm yield loss, it is sufficient that 
IP2 57 3≥ .  dBm (or 55.9 dBm for 30 ppm yield loss).

2.4.1 IP2 with nonzeRo IM2

The χ1
2 model assumes IM2 0= , which is not the case when the circuit is not perfectly 

balanced.
Plotting IP2  for a varying IM2 (see Figure 2.8) shows a clear reduction in IP2  with 

increasing IM2 . The reason for this is of course that the random contribution to IM2 
becomes less significant as IM2  increases.

www.itbookshub.com
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By normalizing the IP2 mean to its σ, we can check how much IM2 bias can 
be tolerated before our model accuracy degrades. In Figure 2.8a, we sweep m as 
a fraction of σ from 0 to 1 and plot the resulting average IP2. In Figure 2.8b, we 
vary m and σ along a constant offset contour (i.e., sweep m while adjusting σ to 

keep m2 + σ2 constant). For | |m  σ
2 , we get a constant IP2  contour (see the lower 

plot). This indicates that systematic IM2 contributions below σ/2 will not disturb our 
model. Also, as a consequence, there is no need to accurately find m and σ to pre-
dict any yield impact when m < σ/2, and the χ1

2 distribution can be used as if m ≈ 0 
(Figure 2.9).

2.4.2 IP2 foR vectoR signals

The scalar IP2 is measured on either of I or Q, but at the system level, it is really the 
vector I + jQ that matters. Previous sections showed the distribution of the scalar IP2 
and now we will see how this relates to its vector value.

In a two-tone test, we have the input signal

 
v t v t v t tin s LO s i i i( ) cos cos cos ,= +( )( ) + ( ) + +( )( )( )ω ω ω ω ωΔ  (2.31)

where vs is the amplitude of the wanted signal and vi is the amplitude of the two 
interferers separated by Δω. In a radio receiver, after downconversion and low-pass 
filtering, we have the baseband signals
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where the IM2 amplitude proportional to vi2 as well as imbalance and where we 
assume σI, σQ ≈ σ.
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For the scalar case, we showed in (2.25) and (2.27) that
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In the complex domain, the vector signal amplitude is 1 + j times the scalar signal ampli-
tude while the I and Q IM2 variations (i.e., mismatches) are uncorrelated. The scalar 
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ratio P IMi / 2
2 will, thus, correspond to a vector ratio of P j IM IMi I Q| |1 2

2
2
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and, with σI = σQ = σ, we get
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with, as before, IP Pi2
2 210 = ( )lg /σ . From (2.33), we may conclude that in the com-

plex domain, the IP2 will be a χ2
2 rather than χ1

2 distribution.
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FIGURE 2.9 Plot of simulated IP2 probability distribution vs. mean IM2/σ with (a) constant 
σ and (b) constant IP2 (i.e., constant m2 + σ2).



48 Wireless Transceiver Circuits

The expected mean of lg χ2
2( ) can be evaluated numerically, and we find

 
E 10 0 502

2lg . .χ( ){ } ≈ dB  (2.34)

That is, the average measured IP2v for I + jQ is

 
IP IP IPv2 2 23 01 0 50 2 51≈ + − = + . . . ,  (2.35)

which is 3.01 dB below the average scalar IP2s in (2.29).
As in the scalar case, the IP2v variation is also independent of its mean value and 

the probability of IP IPv v2 2< + Δ is
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The expected average of IP2s is 3 dB higher than IP2v, but the required back-off from 
IP2 , to achieve similar yield, is around 6 dB larger. The worst-case IP2 will roughly 
be 3 dB worse in the scalar case for the same IP2

 (i.e., same σ). This is so because 
the IM2I and IM2Q amplitudes are uncorrelated and a 3 dB improvement should be 
expected for the vector case (Figures 2.10 and 2.11).

2.4.3 woRst-case IP2 estiMation

When determining statistical properties from a small data set, it is difficult to assess 
the variability of the data. A possible way to overcome this difficulty is to use sta-
tistical bootstrap6, a form of resampling. The basic principle of statistical bootstrap 
is to use the available sample set as a discrete representation of the real distribution. 
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Then, by randomly extracting n samples, with replacement, out of the set of N, we 
can estimate a new data set (for small sets, we usually use all available samples, i.e., 
n = N). By repeating this extraction m times, we can generate a number of estimated 
data sets that can be used to better estimate the statistics of the actual samples. As 
we are resampling with replacement, one sample can be picked more than once while 
another may be unused. Because of this, each extracted subset will have slightly dif-
ferent populations, mimicking the variability in the real data.

For example, to estimate a lower bound, that is, the worst case, based on a −4σ 
limit of a Gaussian parameter, we do the following:

 1. Measure parameter x on n samples.
 2. Calculate a lower bound of x as lb xx x= − 4σ .
 3. Resample with replacement from x to get m sets of simulated data of length 

n in vectors zi (where i = 1, …, m).
 4. Calculate the m lower bounds of zi and assign them to lbz i.
 5. Estimate the lower bound limits of the samples from the distribution of the 

differences between each lbz i and lbx, where the differences are assumed to 
be Gaussian.

In the following, we will apply the previous algorithm adopted for a receiver IP2. 
As was shown previously, the distribution of IP2 is not Gaussian when uncorrelated 
mismatches dominate, and we will apply the more appropriate χ2 distribution. Since 
we often measure RF signals as power levels (i.e., in dBm), without phase informa-
tion, we base the presented method on dB units throughout.

First, we need to define how the lower bound, or the worst case, of an IP2 data 
set x is calculated. In the case when the variable is Gaussian, the lower bound cor-
responding to a yield loss of y is

 lb x x x yGauss Gauss( ) ( ) ( ).= − −−σ Φ 1 1  (2.37)

10–6

10–5

10–4

10–3

10–2

10–1

100

–20 –15 –10 –5 0 5

Pr
ob

ab
ili

ty

Delta IP2 (dB)

Probability of IP2 < mean(IP2) + delta IP2

Offset from IP2 in dB

Yield loss
1 ppm 30 ppm

IP2s
IP2v

–19.3
–13.9

–17.9
–12.7

Scalar
Vector

FIGURE 2.11 Plot of scalar and vector IP2 probability vs. offset from IP2 mean.



50 Wireless Transceiver Circuits

That is, we solve P(X < lbGauss(x)) = y for its lower bound based on a certain yield 
loss. For example, ΦGauss y− − ≈1 1 4( )  for y = 31.67 ppm, which corresponds to the 4σ 
example used in the algorithm outline.

The χ2 distribution has a different lower bound than the Gaussian and a nonzero 
mean value, and we must subtract this mean (i.e., bias) from the sample mean to 
remove any bias in the bound estimate. The mean of a χ1

2 distribution is 1.0, but as 

we measure IP2 in dB units, the bias will be IP E2
210 − ( ){ }lg χ . In (2.29), this bias 

was shown to be IP2 5 52 + .  dB for scalar IP2 data (i.e., χ1
2). The IP2s lower bound for 

a scalar data set x can now be estimated as

 
lb x x y
χ χ1

2
1
25 52 10 11( ) . lg ( )= − − −( )−Φ  (2.38)

and for the corresponding vector data set as

 
lb x x y
χ χ2

2
2
20 50 10 11( ) . lg ( ) .= + − −( )−Φ  (2.39)

The Φ−1 terms in these equations represent the test margin needed to guarantee a 
certain maximum yield loss. In Table 2.1, the required margins for some yield loss 
targets are listed.

2.4.4 exaMPle using siMulateD IP2 Data

To test the proposed lower bound estimate method, we can apply it to a large simulated 
data set of a known distribution. To this end, we have generated a set of 107 samples of 
IP2s-like data based on (2.25) and the chi2rnd function of the octave program8.

By randomly picking samples from the full data set, 10 random subsets of 30 sam-
ples each are created. These subsets correspond to measurement results, for example, 
typical characterization lots, whereas the full data set describes the actual distribution.

TABLE 2.1
Required Scalar and Vector iP2 Back-Off in dB from IP2

 
(First Two Rows) and IP2 (Last Two Rows) vs. Yield Target

Loss (y) 1 ppm 10 ppm 100 ppm 0.1% 1% 

10 1
1
2
1lg ( )Φ
χ
− −( )y 13.8 12.9 11.8 10.3 8.2

10 1
2
2
1lg ( )Φ
χ
− −( )y 14.4 13.6 12.6 11.4 9.6

x lb x− χ1
2 ( ) 19.3 18.4 17.3 15.9 13.7

x lb x− χ2
2 ( ) 13.9 13.1 13.2 10.9 9.1
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With the data in each data subset, we then estimate a lower bound testing both χ2 
and Gaussian distributions for the lower band calculation. These bound estimates can 
then be compared with the actual outcome of the complete data set; see Table 2.2. 
The yield loss is defined to correspond to 4σ of a Gaussian, that is, 31.67 ppm loss or 
316 failing samples in the full data set.

Figures 2.12a and b show the Gaussian and χ2 fits to our full data set, respectively. 
The χ2 fit is quite close when all the samples are used. If we look at just one subset, 
like in a real measurement situation with a limited number of samples, we may get 
something like Figure 2.13. Each subset will look differently, but in this case, we 
still see that the χ2 fit predicts the histogram peak as well as the samples with very 
high IP2s.

The first line in Table 2.2 shows the statistics for the whole data set. In particu-
lar, we note that out of the 107 samples the lowest IP2s of the 316 failing samples is 
35.7 dBm and the highest failing IP2s is 37.6 dBm. The typical Gaussian assumption 
(see (2.38)) would predict a lower bound around 16.9 dBm, which clearly is wrong as 
this number is much lower than the known limit.

Looking at the subset data in Table 2.2, it is also evident that the χ2-based 
method accurately puts the bound limits around the actual limit for each subset 
(i.e., 37.6 dBm). Limits vary significantly for the Gaussian approximation. The 
upper limit of the lower bound range is too low, typically by some 10 dB, and 
the worst case of the lower limit is 57 dB off. Using vector data yields similar 
results although the Gaussian approximation is not as bad in this case. This is 
because the χ2

2 distribution is closer to a Gaussian than what the χ1
2 is (cf. the 

central limit theorem).
The estimated bound interval in Table 2.2 is given with 90% confidence so that on 

average one subset in 10 will fail to enclose the actual limit. In those cases, the miss 

TABLE 2.2
Results Using Simulated iP2s Data Assuming a χχ1

2 Distribution

iP2s Data Mean Std n Min Sample 

Lower Bound 

χ2 Normal 

All 55.5 9.65 107 35.7 37.6 16.9

Subset 1 56.3 10.8 30 44.5 34.4–41.9 −2.75 to 23.0

2 56.7 9.50 30 44.8 35.5–42.1 11.1 to 24.5

3 55.6 10.1 30 43.4 34.0–41.2 4.68 to 22.3

4 55.0 12.2 30 41.8 32.4–40.8 −19.4 to 29.0

5 54.9 8.94 30 38.4 33.8–40.2 9.95 to 26.6

6 53.9 11.0 30 42.0 31.9–39.4 −6.35 to 24.7

7 55.7 10.4 30 45.7 33.9–41.1 −1.38 to 23.3

8 58.2 12.6 30 42.2 35.7–44.4 −7.86 to 21.1

9 57.4 11.2 30 43.7 35.5–43.4 4.22 to 18.2

10 54.1 8.71 30 42.6 33.1–39.1 9.99 to 26.9
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will only be by a fraction of the bound interval width. Results will also vary slightly 
when rerun due to the random nature of the simulated data.

To conclude, the lower bound will typically be conservative and will not overesti-
mate the actual limit by more than a fraction of the bound range.

2.4.5 MeasuReD test ciRcuit IP2 Results

We have collected data from two different fabricated test chips: two batches based on 
a BiCMOS architecture1 and one batch based on a CMOS architecture.4

2.4.5.1 BiCMOS Test Circuits
Figure 2.14 shows the BiCMOS results (P1 and R1 samples). For each batch, 6 sam-
ples have been measured across extreme conditions (ETC; supply, temperature, and 
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2 fitting 

models.
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channel) and 30 samples at nominal conditions (NYC) for 3GPP band 1–6, 8, and 9. 
Figure 2.15 shows the data for the NTC sample subset. In most cases, the superim-
posed χ2

2 fit is quite good.
Applying our variability model and worst-case estimation procedure to the 

BiCMOS data, we get the results shown in Table 2.3. The worst case is based on a 
134 ppm loss limit (corresponding to 4σ for a Gaussian distribution). A 1 ppm loss 
limit lowers the worst case by another 1.9 dB. The table lists the IP2v specification 
limits, sample mean, σ, min and max values, and worst-case estimations for all sam-
ples as well as for NTC samples only. In no case is the worst-case estimate exceeding 
any measured worst-case values. At the same time, the worst-case estimate is not far 
below the observed sample minimum IP2v values.

2.4.5.2 CMOS Test Circuit
The worst-case analysis of the high-band diversity receiver of 15 samples of 
our CMOS test circuit (M1) is summarized in Table 2.4. The objective of the 
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measurements was to find what mixer LO bias settings resulted in the best IP2 
and what performance could be achieved at this setting. From the table, it is 
clear that the parameter setting combination m-bias = 9 and l-bias = 27 gives the 
best worst-case estimate as well as the highest lower bound. The l-bias variable, 
however, does not appear to be as critical as the m-bias parameter (Figures 2.16 
and 2.17).

Comparing Tables 2.2 and 2.4, it is evident that the M1 samples show a smaller 
standard deviation than do the simulated data. This is probably related to systematic 

TABLE 2.4
Measured Scalar iP2 Test Results for CMOS Test Circuit M1 vs. l- and m-Bias 
Settings

Bias Data Range

Mean Std WC 

WC Bounds 

l m Min Max Min Max 

24 8 48.20 81.90 59.69 8.50 42.54 39.48 45.45

25 8 48.00 82.00 58.79 8.55 41.64 38.44 44.46

26 8 48.00 66.10 56.69 5.10 39.53 37.76 41.33

27 8 48.40 63.70 56.07 4.07 38.92 37.32 40.52

28 8 49.10 63.30 55.22 3.26 38.06 36.77 39.37

29 8 50.20 65.70 54.72 3.24 37.56 36.19 38.76

24 9 50.10 82.70 60.95 9.05 43.80 40.09 47.12

25 9 51.20 79.60 61.84 8.10 44.69 41.47 47.74

26 9 50.60 77.20 62.28 7.21 45.12 42.21 47.84

27 9 48.60 76.20 62.84 7.95 45.69 42.83 48.44

28 9 49.10 76.20 62.69 7.83 45.53 42.79 48.24

29 9 49.60 82.20 62.61 8.62 45.45 42.35 48.40

Note: IP2 values in dBm and worst-case (WC) bounds calculated assuming 134 ppm yield loss using the 
χ1

2 distribution.

TABLE 2.3
Worst-Case Estimation of Vector iP2 from BiCMOS Test Circuit Samples P1 
and R1

R1 P1 

LB HB1 HB2 LB HB1 HB2 

Spec 47 38 43 47 38 43

Mean 63.27 54.13 60.53 63.16 60.81 62.82

Std 6.26 4.77 6.39 5.21 5.74 7.07

Min 50.13 40.70 45.87 51.10 49.85 49.77

Max 90.14 76.59 87.95 80.18 88.34 90.11

WC all 48.25 39.11 45.51 48.14 45.80 47.80

WC NTC only 48.23 40.13 46.96 47.30 45.12 48.64
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FIGURE 2.16 Histogram using (a) Gaussian and (b) χ1
2 fitting models for measured IP2s data 

from CMOS test circuit M1 samples at bias settings m-bias = 9 and l-bias = 24.
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effects in the IM2 generation, for example, LO leakage or layout-induced offsets. 
From the table, we may conclude that M1 has a worst-case IP2 in the range 42.8–48.4 
dBm, assuming a 134 ppm yield loss.

2.5 SUMMARY

We have shown that both scalar and vector IP2 values should be characterized by 
their mean values when measured as logarithmic powers (e.g., in dBm). In particular, 
any measured standard deviations will not depend on circuit imbalance, when the 
IM2 0⊕ , but only on the χ2 distribution properties.

Based on IP2 , we have shown what test margin, or back-off, is required to achieve 
a certain minimum yield. We have also developed a lower-bound estimation method 
based on statistical bootstrap.

Finally, the model and methods have been validated with both simulated data sets 
and with measured results from two different test circuits in BiCMOS and CMOS 
technologies, respectively.

We would like to acknowledge Bengt Lindoff for his valuable advice on  statistical 
modeling and for suggesting the use of bootstrap for estimating bound ranges. 
Numerous Ericsson colleagues in Lund, Sweden, have also contributed with discus-
sions and with measurement results.
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3.1 INTRODUCTION

Modern radio systems typically utilize predefined frequency channels for communi-
cations. The channelization allows for isolation of signals in the frequency domain. 
In practice, nonlinearity and time-varying circuit behavior in radio receiver front 
ends can lead to the appearance of spurious energy within the desired signal channel 
from out-of-band signals,* which can degrade the received signal. The desired signal 
may itself be modified by signals located in other parts of the spectrum.

In this chapter, we identify key mechanisms in radio receiver front ends that are 
responsible for the aforementioned degradation and discuss several circuit and archi-
tectural approaches to mitigate these phenomena. To facilitate this discussion, we use 
the front end of a direct downconversion receiver shown in Figure 3.1. The receiver is 
assumed to use a front-end band-select filter that allows all desired frequency chan-
nels employed by a communication system to pass through while attenuating unde-
sired frequency bands. The front-end filter is assumed to be passive, for example, a 
surface acoustic wave (SAW) filter, with an ideally linear response. Thus, the filter 
itself cannot cause any signal degradation due to nonlinear or time-varying behavior.

The first active circuit seen by the input in the receiver of Figure 3.1 is a front-
end low-noise amplifier (LNA). The primary role of the LNA is to amplify the input 
signal while adding minimal noise of its own. The amplified signal level at the output 
of the LNA reduces the impact of additional noise from circuits that follow the LNA 
in the receiver. Nonlinearity in the LNA devices can cause degradation of the signal 
quality at the output of the LNA in the presence of energy sources outside of the 
signal channel. These out-of-band sources thus act as interferers.

The mixers in the signal chain are assumed to downconvert the input signal to 
baseband, with quadrature outputs. The mixer circuits apply a periodically time-
varying gain to the input, at the frequency of an externally applied local oscillator 
(LO) signal, which translates the input signal from the signal frequency to baseband. 
Nonlinearity in mixers can lead to signal quality degradation, similar to LNAs. In 
addition, another concern in these circuits is the potential for downconversion of 
spectral content in the vicinity of the harmonics of the LO signal.

* The term out of band implies that the energy source is outside the spectrum of the desired signal. This 
term is also used to refer to signals in other channels that lie within the frequency band specified by 
a communication standard. Similarly, the term in-band is used to signify within the spectrum of the 
desired signal.

LNA

pintpsig

Mixers

fLOI
fLOQ

FIGURE 3.1 Direct downconversion receiver front end.
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Each radio system presents a specific set of design requirements arising from 
nonlinearity and harmonic response. Nonlinear response is typically an issue at 
larger signal and interferer levels. Interferers in the presence of nonlinearity can 
degrade performance through several mechanisms such as gain compression, inter-
modulation (IM), cross modulation, AM-to-PM distortion, and desensitization [1]. 
Depending on specific features of the standard, such as the out-of-band spectrum 
profile and operating environment, different phenomena can be of significance in the 
design of the front-end circuits. For example, in the 3G WCDMA system, where the 
transmitter and receiver operate simultaneously in different frequency bands, several 
key linearity metrics are impacted by the transmitter leakage into the receiver front 
end [2–4]. The transmit-to-receive frequency offset can be in the range from tens to 
hundreds of MHz and varies for different bands. Band I as defined in Ref. [5] employs 
a transmit-to-receive offset of 190 MHz. For this case, the out-of-band third-order 
input-referred intercept point (IIP3) due to IM products arising from the transmitter 
leakage and out-of-band blockers at half and twice the transmit-to-receive frequency 
separation, namely, at offsets of 95 and 380  MHz, respectively, from the desired 
signal, is a critical specification. Depending on the allocations for various front-end 
impairments in specific implementations, the out-of-band IIP3 requirement can be of 
the order of −3 to 0 dBm. Similarly, the amplitude-varying nature of the transmitter 
leakage leads to a second-order input-referred intercept point (IIP2) requirement of 
the order of 45 dBm or more. An in-band IIP3 requirement also arises from interfer-
ers at 10 and 20 MHz offsets. Detailed blocker and two-tone interferer information 
for this standard can be found in Ref. [5].

Several of the degradation sources can also appear simultaneously, for example, in 
the presence of the aforementioned transmit-to-receive leakage, and a blocker tone at 
95 MHz, both second- and third-order nonlinearities of the receiver path contribute 
to in-band spurious energy, in addition to other phenomena such as reciprocal mix-
ing, which is not discussed here. The amount of degradation that arises from each 
source has to be apportioned, e.g., [2], which determines minimum requirements 
for metrics such as IIP2, IIP3, and phase-noise profile of the LO. This distribution 
of nonideal behavior is a function of several factors, including process technology, 
supply voltage, power constraints, performance requirements, and the ability to use 
external components, such as high-performance band-pass filters.

The potential for appearance of spurious in-band energy becomes even more 
severe in broadband and multimode/multiband radios (e.g., [6]). In multimode sys-
tems, the front end has to be designed to satisfy the requirements of multiple stan-
dards. In a straightforward implementation, individual front ends can be designed for 
each standard. This can lead to a large hardware complexity, for instance, due to the 
requirement for custom external band-pass filters and duplexers for the multiple front 
ends. A more desirable solution, for reasons of cost and size, would be one that can 
accommodate requirements of all standards within one signal path. The dynamic 
range requirements of such a design however can be very challenging, since the front 
end would need to be designed for the worst-case linearity specification and the 
most stringent sensitivity specification, among all the standards being considered. 
Since the front end would necessarily have a wider bandwidth, it would also need 
to tolerate greater levels of interference. In broadband systems, such as TV tuners, 
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nonlinearity as well as harmonic response of the receiver can cause spurious energy 
from undesirable channels to appear within the desired channel, e.g., [7].

The choice of process technology is another major factor that can introduce sig-
nificant design considerations. For instance, in transceivers where the digital section 
forms a large part of the overall power budget, the use of deep submicron technolo-
gies is highly beneficial. The use of these technologies could also be mandated by 
cost and integration considerations. The supply voltage in such technologies is typi-
cally limited, for example, in the range of 1–1.5 V. In integrated system-on-chip-type 
solutions, this imposes an additional design challenge in satisfying linearity specifi-
cations. On the other hand, the use of deep-submicron technologies allows for signif-
icant calibration capability, which can help mitigate several nonideal mechanisms, 
such as mixer harmonic responses and even-order nonlinearity.

Circuit and architectural techniques to mitigate front-end nonlinearity and mixer 
harmonic response are described below. These include (1) linearization schemes, which 
seek to correct or compensate nonlinearity within the active devices; (2) active filtering 
architectures, which seek to mitigate interferers, before these can enter the active signal 
path; and (3) harmonic rejection techniques in mixers, which minimize the spurious 
mixer gain from around harmonics of the LO employed. The discussion on front-end 
linearization and filtering architectures follows the presentation of Ref. [8].

3.2 DEVICE- AND CIRCUIT-LEVEL LINEARIZATION

Front-end nonlinearity is closely tied to the nonlinearity of devices. In MOSFETs, 
ignoring reactive effects, the drain current ids shows dependence on the gate-to-source 
(vgs) and drain-to-source (vds) voltages [9]. For nonlinearity analysis, the dependence 
can be expressed as a Taylor series expansion in vgs and vds [10,11]:
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If the impact of vds can be ignored, for example, in implementations with low- 
impedance drain and source terminations, the small-signal nonlinearity of the device 
can be expressed using a Taylor series expansion in vgs. The BJT in the forward 
active region is modeled by an exponential dependence of the collector current ic on 
the base-to-emitter voltage vbe, for example, [12]. The collector current can similarly 
be expressed as a power series in vbe, and the Early voltage can be used to model the 
dependence of iC on the collector-to-emitter voltage vce. Reactive nonlinearity, such as 
that arising from nonlinear device capacitors, can have a significant impact on perfor-
mance at high frequencies. An accurate analytical model of nonlinearity must include 
such effects and requires the use of a Volterra series representation [13].

Improving linearity implies that harmonic and IM terms need to be decreased in 
magnitude. For a given nonlinearity of the form v a v a v a vo in in in= + + +1 2

2
3

3
, this can 
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be achieved by making the ratio ak/a1 small or else by canceling the distortion com-
ponent (e.g., an IM term) at the device output and by subtracting the contributions of 
two or more nonlinear terms to the same distortion component. Techniques based on 
these approaches are described in the following sections.

3.2.1 feeDback

Consider a small-signal amplifier with a linear gain a1 and nonlinear coefficients ak, 
which is placed in a negative feedback loop (Figure 3.2), with a linear feedback fac-
tor of f. If the closed-loop system is modeled by v b vo k in

k=∑ , with k ≥ 1, then the first 

three coefficients of the closed-loop amplifier can be shown to be given by
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If the input level is held fixed, significant improvement in linearity can be achieved 
as the loop gain a1 f is increased. For example, the second-order nonlinear coefficient 
decreases by a factor of (1 + a1 f )3 in an absolute sense and by (1 + a1 f )2 relative to 
the linear term. Negative feedback also improves linearity for a fixed output level, 
although the degree of improvement is not as large, for example, the second-order 
term at the output scales by 1/(1 + a1 f ) relative to the linear term. At sufficiently 
high frequencies, the linear and nonlinear coefficients can show significant varia-
tion in magnitude and phase as a function of frequency. Reactive nonlinearity and 
frequency dependence of linear elements embedded within broadband nonlinear 
circuits can both lead to such variation. Analysis of such cases requires the use of a 
Volterra series-based analysis [13,14].
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f

vin vout
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vε = vin – fvout
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2 + a3vε

3 + ...

FIGURE 3.2 Linearity enhancement through the use of feedback.
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The expression for b3 mentioned earlier can be observed to include a contribu-
tion from a2, the second-order nonlinearity of the open-loop amplifier. Consider 
a sinusoidal signal vin at frequency ω, which is applied to the amplifier with feed-
back (Figure 3.2). In addition to the signal frequency ω, the input of the amplifier 
stage (vε) consists also of a term at 2ω and other harmonics, which are coupled 
from the output to the input through the feedback path. The second-order and lin-
ear terms at frequencies 2ω and ω, respectively, interact through the second-order 
nonlinear coefficient of the amplifier (a2) and contribute a term to the harmonic 
distortion at 3ω. This term is proportional to a2 and combines with the third-order 
term arising from a3, which can lead to an increase or decrease of the overall 
distortion. Interaction terms [14] can play a similar role in determining the net IM 
distortion as well. Cancellation of distortion due to interaction can be useful in 
RF circuits, since linearity improvement can be achieved with potentially small 
impact on linear gain.

Resistive and reactive feedback have been extensively employed in front-end 
amplifiers for linearization. An LNA topology employing reactive feedback, which 
finds widespread use in radio front ends, is an inductively degenerated amplifier with 
a common-emitter input [15] (e.g., Figure 3.3a)* or a common-source input [1]. This 
design allows for simultaneous noise and power matching, in addition to enhancing 
linearity. The degeneration inductor does not incur a dc voltage drop. As an added 
practical benefit, the inductance of package bond wires can be easily absorbed into 
the design.

A Volterra series-based analysis of this stage is presented in Ref. [15]. The 
nonlinear dependence of the collector current ic on the effective input volt-
age vin is expressed in terms of Volterra coefficients as i A j vc a in= +1( )ω   
A j j v A j j j va b in a b c in2

2
3

3( , ) ( , , ) .ω ω ω ω ω� � �+ +  The Volterra coefficients are evalu-
ated as functions of circuit and device parameters. The model takes into consid-
eration the input impedance connected to the base. The coefficients are expressed 

* The voltage vbe across the active device in Figure 3.3a is given by the difference between the base volt-
age and the voltage across the degeneration element, which itself depends on the output signal, namely, 
the collector current. As such, inductive degeneration can be seen to provide feedback.
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FIGURE 3.3 (a) Inductively degenerated LNA and (b) one with a low-frequency trap.
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as functions of the frequency variables ωa, ωb, etc., which are assigned values cor-
responding to the input signal frequencies, in order to determine specific IM terms.*

As shown in Ref. [15], one way to enhance IIP3 in a two-tone test with inputs at ω1 
and ω2 is to ensure that A1(jΔω)/gm ≈ 1, where Δω = ω1 − ω2, gm is the device transcon-
ductance, and the Volterra coefficients take into account the emitter path impedance 
and the effective input impedance placed in series with vin, as mentioned earlier. The 
use of an inductor for degeneration helps in achieving this. Additional improvement 
provided by this type of degeneration is also discussed.

Other forms of reactive feedback can also be used for linearization; for example, 
[16] describes the use of transformers for this purpose.

3.2.2 out-of-banD iMPeDance teRMinations

A distortion component at a specific frequency can appear at the output through 
multiple intermediate nonlinear interactions. Some of these nonlinear terms can 
generate frequencies that are significantly outside the frequency band of interest but 
ultimately contribute IM components at the desired frequency. The final distortion 
component can be modified and significantly mitigated by presenting the circuit with 
specific impedance terminations at these out-of-band frequencies, for example, [17]. 
A key advantage of out-of-band terminations is that the loading due to these does not 
impact in-band gain or noise performance.

An example of such a termination is a low-frequency series-resonant LC trap 
in an inductively degenerated CE stage for improving IIP3 [18,19] (Figure 3.3b). 
As noted in Ref. [15], the net third-order IM term (IM3) at the output appears 
from the inherent third-order nonlinearity of the device, as well as a second-
order interaction term. By ensuring a low bias impedance at low frequencies, of 
the order of the difference between the two tones used in the IIP3 test, the IM3 
generated by the interaction term can be used to significantly reduce the overall 
IM3. A small bias resistor, RBIAS, can also be used to reduce the impedance at low 
frequencies; however, this is not a desirable design choice, since this will also 
reduce the input impedance seen at RF. A small RBIAS will thus attenuate the input 
signal, thereby degrading the noise figure. On the other hand, a low-frequency 
series LC trap, as shown in Figure 3.3b, with a resonance near the difference 
frequency of the two tones will selectively lower the impedance at this frequency 
alone while appearing as a high impedance at RF. This avoids loading the signal 
source and allows for enhancing IIP3 without degrading noise figure. A limitation 
of this approach is that it is effective for improving IIP3 and not P1dB [18]. For 
improving P1dB, the trap must present a low impedance at dc. Other techniques 
for reducing impedance at low frequencies, such as the use of active inductors, are 
also described in Ref. [19].

Due to the nature of the interaction mechanism with inductive degeneration, it 
is important that the third-order nonlinear coefficient of the device be positive [19]. 
This condition is satisfied in BJTs, due to the exponential dependence of the collector 

* In a two-tone test with physical frequencies ω1 and ω2, the third-order intermodulation term at 2ω1 − ω2 
would be evaluated as A3( jω1, jω1, − jω2).
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current on the base-to-emitter voltage. However, this is not the case for FETs in 
strong inversion, which exhibit a negative third-order nonlinear coefficient.

The network of Figure 3.3b is also useful for reducing desensitization caused by 
upconversion of low-frequency noise at the input of the amplifier in the presence of 
a large close-in interferer, due to second-order nonlinearity of the amplifier [20,21]. 
A low-frequency trap similar to that employed in Figure 3.3b can be used to attenu-
ate low-frequency noise at the input of the amplifier, thereby reducing the noise that 
can appear in-band after upconversion.

3.2.3 injection of iM oR haRMonic signals

This approach also exploits interaction terms for enhancing linearity. IM or har-
monic signals with frequencies that are distant from the desired frequency of opera-
tion are synthesized and applied to the circuit for example, [22,23].

Consider an amplifier with linear coefficient a1 and second- and third-order non-
linear coefficients a2 and a3, respectively. If a two-tone input α1cos(ω1t) + α2cos(ω2t) 
is applied to the amplifier, third-order nonlinearity will lead to the appearance of 
IM3 components of amplitude ( )3 4 3 1

2
2/ a α α  at 2ω1 − ω2 and ( )3 4 3 1 2

2/ a α α  at 2ω2 − ω1. 
If the input is modified to include second harmonics 2ω1 and 2ω2, IM3 terms at fre-
quencies 2ω1 − ω2 and 2ω2 − ω1 will also result from second-order nonlinearity and 
will be proportional to a2. The net IM3 at the output will thus consist of contributions 
from both second- and third-order nonlinearity. Proper adjustment of the amplitude 
and phase of the externally applied harmonic terms can be utilized to cancel the net 
IM3 term. A signal at the difference frequency ω1 − ω2 can also be utilized for this 
purpose [22].

IM injection has been used in Ref. [23] for linearizing a differential-pair-based 
LNA and mixer. The tail current is modified to include a component at ω1 − ω2 
(Figure 3.4), through the use of a squaring circuit. Interaction of this term with the 
linear input due to the second-order nonlinearity within the devices of the differ-
ential pair is used to reduce the distortion arising from the third-order nonlinearity 
of the devices. The approach is shown to enhance the IIP3 of an RFE by 10.6 dB 
at 900 MHz. Since the injection is not in the signal path, there is no degradation of 
noise figure of the front end.

vin
2

+

io

IB +  κcos(ω1 – ω2)t

vin
2

–

FIGURE 3.4 Second-order IM injection in a differential pair.
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The above techniques that inject harmonic or out-of-band signals for improv-
ing linearity are similar to out-of-band terminations in that the linearity improve-
ment is achieved through modification of the circuit operation at a frequency band 
that can be significantly different from the band of interest. In this case,  however, 
 customized active circuits are required for the generation of the out-of-band 
signals.

3.2.4 feeDfoRwaRD

The previous approaches for enhancing linearity utilize the interaction between 
different nonlinear terms. Feedforward techniques utilize a separate auxiliary 
circuit path to re-create the nonlinearity of the main path. The nonlinear com-
ponent can then be eliminated through a linear combination of the outputs of the 
main and auxiliary paths (Figure 3.5). The approach can be implemented at the 
circuit or device level. A critical challenge in feedforward nonlinearity cancella-
tion is that the gain and phase of the two (or more) paths need to be matched over 
process and temperature variations, and thus a calibration mechanism is usually 
essential. The noise of the auxiliary path needs to be minimized at design, since 
the auxiliary path may not contribute to signal gain, but can generate in-band 
noise. Examples of specific implementations of the feedforward principle can be 
found in Refs. [1,24,25].

3.2.5 DeRivative suPeRPosition

From Equation 3.1, ignoring the dependence of ids on vds, we have i g vds m gs= +1  
g v g vm gs m gs2 3

2 3+ +. The dependence of the linear and nonlinear coefficients in this 
power series on the gate-to-source bias voltage VGS, for an NMOS device, is shown 
in Figure 3.6. For weak inversion, the third-order coefficient gm3 is positive, while 
for strong inversion operation, it is seen to be negative. In the transition region from 
weak to strong inversion, at a specific value of VGS, the third-order term is observed 
to go to zero [11,26]. By biasing the device at precisely this value of VGS, the third-
order distortion of the device can ideally be set to zero. A practical limitation of 
this approach for IIP3 improvement is that any variation in the threshold voltage 
of the device or in VGS can significantly degrade performance, compared to this 
optimal setting.

vin vo= {a1–a1́}vin
+

–
A

Á

a1́vin+a3v3in

a1vin+a3v3in

FIGURE 3.5 Feedforward for nonlinearity cancellation.
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Derivative superposition*-based  [27–30] approaches employ multiple devices in 
parallel, which are biased at different values of VGS such that the net gm3 (termed 
g Tm3 ) is nearly zero over a wider range of VGS. The concept is shown in Figure 3.7 
using two devices and a linearized gm3 dependence on VGS. This approach makes it 
possible to achieve a more robust reduction of the third-order nonlinearity of the 
device and reduces sensitivity of the linearity enhancement on process variation. 
The approach can be interpreted as feedforward implemented at the device level.

Even with a zero third-order nonlinear coefficient, in practice, reactive feedback, 
for example, through source degeneration inductance or due to Cgd, can limit the 
achievable improvement at high frequencies due to interaction. For example, the 
interaction-based contribution of second-order nonlinearity to the third-order distor-
tion can degrade performance. Approaches to counter this degradation can be found 
in Refs. [29,30], which demonstrate LNAs in 0.35 μm and 0.25 μm, respectively, with 
corresponding IIP3s of 15.6 and 22 dBm.

Equation 3.1 involves derivatives of nonlinear terms in vgs, vds and cross terms 
involving vgs and vds. Cancellation of the self- and cross terms has also been demon-
strated; for example, in Ref. [31], the second-order distortion arising from gmds11 is 
used to cancel that from gm2 in order to enhance IIP2 of a broadband LNA.

* This approach has also been referred to as the multiple gated transistor (MGTR) method in the 
literature.
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The nonlinear coefficients of an MOS device in strong inversion can also be 
decreased by increasing the overdrive voltage of the device. At sufficiently high 
overdrive, the transconductance is essentially independent of the device current. 
This mode of operation can be utilized for enhancing linearity [32]. A consequence 
of operating the device in this mode, however, is that the gm/ID ratio is typically 
small,* which implies that in order to achieve a given small-signal gain, the current 
requirement can be relatively high.

In describing the previous techniques for linearization, we have followed the clas-
sification utilized in literature. It is useful, however, to recognize that the majority of 
techniques described earlier fall in one of two classes. The first class utilizes interac-
tion-based IM3 improvement, where the nonlinearity from a second-order term is used 
to cancel the distortion from the third-order nonlinearity of the device. This approach 
is used in techniques including feedback, out-of-band terminations, and injection of 
out-of-band IM and harmonic distortion components. The second broad class of tech-
niques involves feedforward, wherein the nonlinear component itself is replicated in a 
parallel path and then canceled. This technique was employed in circuit-level feedfor-
ward-based designs and derivative superposition-based techniques. It should also be 
noted that these techniques can provide significantly more improvement in linearity 
than that available through feedback due to the progressively greater attenuation of 
nonlinear coefficients with the order of the nonlinearity. This is because the inher-
ent loop gain available at RF is usually fairly limited. On the other hand, since these 
techniques rely on cancellation of non-linearity through subtraction of two terms, these 
approaches can exhibit sensitivity to device variations as well as device mismatch.

3.2.6 lineaRity enhanceMent in MixeRs

Linearity can be a critical consideration in mixer designs, since the interferer levels at 
mixer inputs are enhanced by the gain of the front-end amplifier. Even if architectural 
approaches for improving front-end amplifier selectivity (Section 3.3) are employed, 
both third-order and second-order nonlinearity metrics can be challenging in practi-
cal systems. Minimization of second-order nonlinearity is of particular importance 
in direct downconversion radios. An AM interferer given by m(t)cos(ωintt) after being 
applied to a second-order nonlinearity a vin2

2  generates an output of the form a2m(t)2 
at baseband, which has twice the bandwidth of the original interferer m(t). The inter-
ferer can thus degrade the signal quality at baseband. This is not an issue in front-end 
LNAs that are used to amplify signals with carrier frequencies that are significantly 
larger than the bandwidth of typical interferers, since baseband components can be 
filtered using ac coupling between the LNA and the mixer. A brief overview of linear-
ity considerations in active and passive mixers is provided in the following sections.

3.2.6.1 Active Current-Commutating Mixers
A single-balanced and a double-balanced NMOS active current- commutating mixer 
are shown in Figure 3.8. In each case, the mixer utilizes an input  transconductor to con-
vert an RF signal into a small-signal current at RF, which is then frequency-translated 

* Simulation of an NMOS device in a 0.13 μm process indicated a value in the range of 3–5.
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through commutation in switches driven by a LO. The switching devices in this 
case are ideally either in saturation or off mode, as a function of the LO signal. The 
small-signal impedance seen by the RF device is set by the source impedance of the 
switching devices. It is thus proportional to the inverse of the sum of the small-signal 
transconductance values of the switching devices, which is relatively a low imped-
ance, compared to the output impedance of the RF device and also the reactance of 
the capacitive parasitics at the output of the RF transconductor (CPar in Figure 3.8). 
This impedance is also independent of the load at the intermediate frequency (IF), to 
the first order, since the switch devices are either off or in saturation.

An analysis of the nonlinearity of a current-commutating mixer is provided in 
Ref. [26]. At low frequencies ( fLO ≪ fT) and low bias currents, the third-order non-
linearity is dominated by that of the transconductor. The linearization techniques 
that were discussed earlier in the context of LNA transconductors can be directly 
applied to these designs. At high switching frequencies, the switching pair is found 
to dominate the nonlinearity.

An analysis of IIP2 in current-commutating active mixers is shown in Ref. [33], 
where several mechanisms for IM2 generation are identified. The IM2 is shown to 
arise from the second-order nonlinearity of the RF transconductor that appears at 
the output in the presence of mismatches in the switching devices. The parasitic 
capacitance at the tail of the switching pair also plays a critical role in the appear-
ance of IM2 products at the output. A low-frequency IM2 term in the current of 
the RF transconductor modulates the transconductance of the switching devices. 
This leads to appearance of sidebands around multiples of the LO frequency at the 
source voltage of the switches, thus leading to sidebands in the current spectrum 
of the tail capacitor. These current sidebands are then downconverted to provide 
the baseband IM2 component at the output. For the IM2 of the RF transconductor 
to appear at the output, a nonzero offset must exist in the switching pair. Spurious 
leakage of the RF signal into the LO path is also shown to generate a baseband IM2 
product through self-mixing and downconversion. This mechanism can be primarily 
controlled through layout and isolation techniques.

A mechanism that fundamentally limits IIP2 is found to arise within the switching 
pair and is also related to the parasitic capacitance at the tail of the switching pair and 
modulation of transconductance of the switching pair. This mechanism too needs the 
presence of a nonzero offset in the switching pair devices. It is shown that the limit on 
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FIGURE 3.8 Active current-commutating mixers.
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IM2 performance is related to the product of the LO frequency ωLO and the rise time τ 
at the tail node, which is given by the parasitic capacitance divided by the on-state trans-
conductance of the switching pair devices. Based on the analysis, an important conclu-
sion is derived that the fundamental limit on IIP2, which depends on ωLOτ, is expected 
to improve with process scaling. Enhancement of IIP2 by resonating the parasitic tail 
capacitance CPar at the LO frequency by employing an LC tank (Figure 3.9) in order to 
reduce the IM2 contribution of the switching devices is shown in Ref. [34]. Using this 
approach, a mixer with 78 dBm of IIP2 is demonstrated in a 0.18 μm CMOS process.

Current-commutating active mixers typically employ differential pairs as LO buf-
fers, which results in switching with 50% duty cycle. During the transition region of the 
LO signal, the switching devices are simultaneously on. This region is critical for noise 
and linearity performance of the mixer. For instance, the flicker noise in the switching 
devices, and that of the transconductor in the presence of mismatches of switching 
devices, appears at the output during the LO transition [35]. In Ref. [36], a technique 
for reducing flicker noise is demonstrated in a quadrature downconverter that employs 
double-balanced active mixers. It is shown that this technique also helps to improve 
the IM2 performance of the mixer. This is the case because IM2 mechanisms also 
generate components at baseband, and some of these exhibit a similar dependency on 
differential switch characteristics such as offset, bias current, and transient behavior 
[33] as flicker noise. Additionally, the conversion gain is also increased by 3 dB.

The approach uses an additional stacked layer of current-steering differential 
pairs, placed between the RF transconductor and the quadrature downconverting 
current-steering differential-pair switches. This additional layer is driven at twice the 
LO frequency (2ωLO) used in the quadrature downconverter switches ωLO. By prop-
erly timing the stacked stages, the approach ensures that the I-stage differential pair 
is switched while the current is steered by the 2ωLO stage toward the Q-stage and vice 
versa. Consequently, the switching occurs in the quadrature stages, while the current 
through the devices is zero, thereby lowering the flicker noise at the output. The LOs 
used in the design lead to switching with effectively a 25% duty cycle instead of a 
50% duty cycle, which has also been found to be beneficial in passive mixer designs 
discussed in the following section.

vLO + vLO +
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iRF + iRF –
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Network for resonating CPar

FIGURE 3.9 Enhancement of IIP2 using a resonant network. 
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3.2.6.2 Passive Mixers
Recently, there has been significant interest in the use of passive mixers, for example, 
[2,3,37–42] in deep-submicron CMOS technologies. The switching devices in these 
mixers are either in linear mode or in the off state, depending on the state of the 
LO clock applied to their gates. The switching devices do not have a dc flowing 
through them, and hence they exhibit significantly lower flicker noise compared to 
basic active current-commutating mixers (Figure 3.8), which makes them well suited 
for direct downconversion receivers. Additionally, these designs become increas-
ingly attractive at lower supply voltages available in deep submicron technologies, 
since these do not require vertical voltage headroom that is required in a current-
commutating active mixer.

Unlike an active mixer, where the baseband load is isolated from the RF transcon-
ductor, the switches in a passive mixer do not isolate the two sides and are bilateral 
when on. Consequently, baseband impedance at the output of the passive mixer is 
transferred to the output of the RF transconductor. Thus, a large impedance at base-
band at the output translates into a large RF impedance at the output of the RF trans-
conductor, and a low impedance at baseband translates into a low RF impedance at 
the output of the RF transconductor.* In the first case, the passive mixer is said to be 
operating in the voltage mode, since it translates the RF voltage at the RF transcon-
ductor output to baseband (e.g., [41]). The conversion gain of the mixer in this mode is 
primarily determined by the product of the RF transconductance and the impedance 
at the transconductor output at RF. In the second case, the passive mixer commutates 
the current in the RF transconductor, and hence the mixer is said to be operating in the 
current mode (e.g., [39]). A low impedance can be achieved at baseband by terminating 
the mixer in a transimpedance amplifier (Figure 3.10) or a common-gate amplifier. The 
conversion gain here is proportional to the product of the RF transconductance and 
the transimpedance at baseband. The RF and baseband stages in these designs typi-
cally require independent bias currents, unlike an active current-commutating mixer. 
An example of a passive current-commutating mixer, which allows for bias sharing 
between the RF and baseband stages, is shown in Ref. [42].

* The size of the impedance values is relative to the inherent output impedance of the RF transconductor.
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FIGURE 3.10 Passive current-commutating mixer.
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A small vds across the switches helps to improve the linearity of the switches. In 
current-mode designs, the voltage swing at the mixer nodes is also reduced, which 
leads to excellent linearity [39]. The key factors impacting the linearity of this mixer 
include the nonlinear id − vds relationship, nonlinear device capacitance, and finite 
LO rise and fall times [43]. Furthermore, it has a strong dependence on the load 
impedance at the output of the switches and the source impedance that is used to 
drive the switches, which is the output impedance of the RF transconductor. In order 
to maximize the IIP3 and IIP2 of the mixer [43], the load impedance should be 
minimized simultaneously near the LO frequency, at baseband, to which the desired 
signal is downconverted in a direct conversion front end and the IFs to which the 
interferers are downconverted. It is also shown that for maximizing IIP2, measured 
with two input signals at ω1 and ω2,* the source impedance seen by the switches 
at ω1 − ω2 should be maximized, for example, through the use of an ac coupling 
capacitor between the RF transconductor and the switches. For enhancing IIP3, the 
impedance of the source at RF needs to be maximized, which can be accomplished, 
for example, by resonating the parasitic capacitance at the output of the LNA with a 
high-Q inductor. In order for the second-order IM to be observed at the differential 
output, some degree of mismatch or imbalance must be present between the devices 
of a switching pair, which can arise from the devices themselves or LO mismatches.

A key aspect to the design of passive mixers is the LO duty cycle that is 
employed, especially when quadrature outputs are to be derived from a single 
RF transconductor. The use of a 25% LO duty cycle has been found to improve 
IIP2 and IIP3 performance in receivers with quadrature outputs [2,44]. This 
is attributed to the higher impedance seen looking into the RF transconductor 
from the switches of the passive mixer and the significantly reduced interaction 
between the I and Q paths of the downconverter in such a topology. Clock over-
lap with 50% duty-cycle clocks and the lowered impedance looking back into 
I and Q sides of the mixer, which results from the other side being connected, 
also has a significant impact on the noise figure, for example, [45] (Figure 3.11). 

* The IM2 product is measured at baseband at ω1 − ω2.
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FIGURE 3.11 Passive current-mode mixer with different LO duty cycles.
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Similar to the active mixer described earlier, use of 25% duty-cycle LO instead 
of 50% duty cycle improves the gain by 3 dB.

As mentioned previously, in order for the second-order IM to appear at the out-
put, some imbalance must exist between the devices within the switching pair of 
the mixer. Reducing this imbalance improves the IIP2. The use of calibration-based 
approaches for enhancing IIP2 performance in passive mixers is discussed in Ref. 
[2]. Controllable bias voltages on the gates of the mixer devices are employed for 
improving IIP2.

3.3 INTERFERENCE REJECTION

Attenuation of interferers in radio receivers is usually implemented at baseband 
after downconversion, as the selectivity required at RF in typical wireless standards 
can be significant. For example, in a GSM radio, the carrier frequency is around 
900 MHz, the channel bandwidth is 200 kHz, and the separation of large interfer-
ers from the carrier frequency is of the order of a MHz. Thus, if a band-pass filter is 
used to select the desired signal and reject interferers at RF, the required fractional 
bandwidth of the filter would be of the order of 10−3, which is challenging. An inte-
grated L–C band-pass filter in a standard silicon process, implemented using passive 
on-chip inductors and capacitors, cannot provide such high selectivity, as the quality 
factor of the passive components is limited. External passive filters, such as SAW 
filters, also cannot provide channel selectivity and need to accommodate the entire 
system bandwidth, since these are not tunable.

In many systems, however, large RF interferers can impose severe performance 
requirements early in the signal chain. It is thus often beneficial to isolate and select 
the desired signal within the front end, since this can relax the linearity requirement 
of the circuits that follow. An overview of approaches that allow for rejection of 
interferers in the RFE is provided in the following sections.

3.3.1 integRateD lc filteRs anD Q-enhanceMent

A passive integrated LC filter can provide only limited suppression of interferers 
in the front end. Typical quality factors of integrated inductors in the GHz band 
are of the order of 10. For a center frequency of 1 GHz, this translates into a 3 dB 
bandwidth of 100 MHz, which is not useful for suppression of a majority of interfer-
ers that introduce primary linearity requirements in front ends. Passive LC filters 
can however be useful for suppression of distant interferers, which are sufficiently 
beyond the filter corner frequency and can be used both in the input matching net-
work to band-limit the input and within integrated loads. A key feature of passive LC 
filters is that they exhibit very high linearity.

To enhance the selectivity of integrated L–C resonators, so as to allow for fil-
tering of close-in interferers, active negative resistors can be utilized for increas-
ing the effective quality factor. A shunt L−C resonator with a resistance of RP in 
parallel, where RP models the resonator loss, has a quality factor given by Q = 
RP/(ωoL), where ω0 is the center frequency of the resonator. If a negative resistance 
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of value − ʹ| |RP  is placed in shunt with this network, the effective Q can be shown 

to be Q Qeff
R

R R
P

P P
= { }ʹ

ʹ −( )
| |

| |  [46]. In CMOS designs, a negative resistance can be 
 easily implemented using a cross-coupled device pair. A series LC resonator can 
also be employed with Q-enhancement; for example, [47] demonstrates the use 
of an effective series L–C notch to reduce the level of transmitter leakage in 
WCDMA.

In principle, Q-enhancement can provide very high quality factors. The amount 
of enhancement, however, is limited by the necessity to ensure stability of the reso-
nator in the presence of process and temperature variations. Accurate tuning and 
frequency tracking techniques for channel selection are also required on-chip. 
Further, due to the use of negative active resistors, the close-in nonlinearity of the 
Q-enhanced filter can be degraded compared to a basic L–C tank. The use of active 
elements for increasing the quality factor can also lead to a higher noise floor, com-
pared to a purely passive filter of similar Q, although as noted earlier achieving such 
a high Q can pose a technological challenge.

3.3.2 inteRfeRence suPPRession using auxiliaRy ReceiveRs

The frequency-selective element in Q-enhanced filters mentioned earlier is centered 
at the carrier frequency of the desired signal or the interferer. Another approach to 
achieving very narrowband frequency response at RF is to translate the frequency 
characteristic of a low-frequency filter, for example, a baseband filter, to the desired 
carrier frequency [48]. Architectures that achieve the frequency selectivity of base-
band filters at RF are described in the following sections.

3.3.2.1 Feedforward
Consider the basic receiver front end shown in Figure 3.1, where a small desired 
signal (psig) and a large blocker (pint) are indicated. We assume that the LNA is suf-
ficiently broadband such that close-in interferers appear unmitigated at its output. 
We further assume that the LNA has sufficiently high gain such that the key linearity 
bottleneck appears at the input of the mixers.

A feedforward technique based on the use of an auxiliary receiver path to attenu-
ate the interferer level at the LNA output, thus relaxing its linearity and that of the 
mixers, is reported in Ref. [49–51] (Figure 3.12a).

The auxiliary path employs a quadrature downconverter to translate the incident 
spectrum consisting of the desired signal and interferer to baseband, using the same 
LO as that used in the main receiver path. The downconverted signal and interferer 
are applied to baseband amplifiers (not shown in Figure 3.12a; see [49,50]) and pas-
sive high-pass filters* (HPF), translated back to the LO frequency using a passive 
linear I/Q upconverter, and then combined with the output of the main path LNA. 

* In a strict sense, this needs to be a band-pass response. The filter must provide significant attenua-
tion near the harmonics of the LO. Otherwise, noise at the output of the baseband amplifier can fold 
in-band.
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The desired signal in the auxiliary path, after downconversion, falls within the stop-
band of the HPF and is hence rejected. The output of the auxiliary path thus consists 
only of the interferer. The baseband amplifiers are used to equalize the gains of 
the main path LNA and the auxiliary path at the interferer frequency. If the phase 
of the auxiliary path output at the frequency of the interferer is set to 180° relative 
to the phase at the LNA output,* the interferer is rejected at the LNA output node 
after combining. Approaches to vary the phase in the auxiliary path are described 
in Ref. [49].

* This is indicated by the subtraction of the two paths in Figure 3.12a.
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If a first-order high-pass filter is used in the auxiliary path, then the effective 
transfer function of the combined main and auxiliary paths at the output of the LNA 
is given by Ref. [50]:
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where
α is the gain of the main path
β is the gain of the auxiliary path
ω is the frequency ωin − ωLO, which is the offset frequency relative to the LO 

frequency
p is the pole frequency of the HPF at baseband
ϕ is the phase shift of the auxiliary path relative to the main path

For ϕ = cos−1(−α/β), Equation 3.2 can be shown to provide a null at
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Further, for ω ≫ p, the magnitude of the response is given by β α2 2− . For β = α, 
we have ϕ = 180° and an asymptotic gain of 0 with the location of the null at infinite 
offset. For β = 1.05α, the location of the null is at 3.12 × p Hz and the asymptotic 
gain is −10 dB. The simulated location of the null and distant rejection as a function 
of normalized frequency (ωin/ωLO), with α/β as a parameter, is shown in Figure 3.12b.

Since the location of the null from Equation 3.3 is of the order of p, this approach 
is seen to provide baseband selectivity at RF. Equation 3.3 also indicates that the 
exact location of the null can be tuned by setting the values of the relative gain and 
phase of the main and auxiliary paths. Further, the transfer function of Equation 3.2 
tracks ωLO. Thus, a change in ωLO will cause the value of the null location at RF to be 
modified by the same amount.

In Figure 3.12a, any in-band distortion or noise terms generated by the first down-
converter and the baseband amplifiers preceding the HPF in the auxiliary path are 
not critical, since these terms are filtered by the high-pass filter. The most critical 
auxiliary path circuit is the I/Q upconversion mixer, which needs to have sufficient 
input linearity for the largest interferer that is being canceled. Additionally, in-band 
noise of this mixer must be small in comparison to the noise at the output of the 
LNA, in order to minimize noise figure degradation. On the other hand, the mixer 
does not need to exhibit gain, since the baseband amplifiers can be used for equaliz-
ing the gains of the main and auxiliary paths. Thus, a passive design is ideally suited 
for this purpose. The output linearity required in the baseband amplifier is also of the 
same order as that of the passive mixer. However, it can be expected that the dynamic 
range per-unit power performance at baseband is significantly larger than that at RF, 
thus contributing to the efficiency of the architecture.

It should be noted that while significant enhancement of blocker-induced com-
pression can be achieved, the improvement can be smaller than the small-signal 
attenuation at the blocker frequency predicted by Equation 3.2 [50].
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The aforementioned approach essentially partitions the dynamic range require-
ment between the main path and the auxiliary path. By relaxing the linearity require-
ment of the main path, the margin for sensitivity that is available in the presence of 
the interferer (e.g., 3 dB) can be applied toward relaxing other sources of degradation 
such as the LO phase noise.

Feedforward interference cancellation (FIC) can be employed for improving linear-
ity in low-voltage designs, as demonstrated in Ref. [52]. FIC is employed here at the 
output of the main path downconverter, to relax the linearity constraint at this node. 
Using this technique, 13.4 dB IIP3 improvement is achieved in a 0.6 V receiver front 
end implemented in a 65 nm CMOS process. The auxiliary path requires 11 mW out of 
a total receiver power of 26 mW. Cancellation of close-in interferers is demonstrated.

A significant issue that needs to be considered in the design of feedforward archi-
tectures is the requirement for gain matching and phase alignment between the aux-
iliary and main paths, which can be achieved through calibration.

3.3.2.2 Feedback
The use of frequency translation in a feedback path has been demonstrated in Ref. 
[53,54] for rejecting transmitter leakage in CDMA receivers. The approach uses a 
downconverter and upconverter with a low-pass filtering baseband section between 
the two stages (Figure 3.13).

Unlike the feedforward architecture of Figure 3.12a, the auxiliary path uses an 
LO that is coincident with the frequency of the interferer. Thus, the interferer is 
downconverted to baseband, selected in the LPF, and subsequently upconverted, at 
which point it can be subtracted from the critical node. An integrator is employed at 
baseband in Ref. [53], and interference cancellation is achieved at the output of an 
LNA. Nearly 23 dB improvement in TX rejection is reported, with an excess current 
of 11 mA and 0.3 dB NF degradation. In Ref. [54], a low-pass filter is employed at 
baseband, and the interferer is attenuated at the input of the LNA using the auxiliary 
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FIGURE 3.13 Feedback auxiliary path for interference cancellation at the LNA output.
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feedback path. Nearly 20 dB of TX rejection is achieved through use of the auxiliary 
path with 0.22 dB noise figure degradation, with an excess bias current requirement 
of 4 mA. The designs of Refs. [53,54] utilize 0.18 μm CMOS.

A feedback architecture, with an auxiliary path that employs the same LO as 
the main path and an HPF for isolating the interferer at baseband, is reported in 
Ref. [55]. A 9 dB improvement in gain reduction caused by a blocker at 1.88 GHz is 
achieved by using interference cancellation.

Feedback-based approaches can show reduced sensitivity to mismatches of gain 
and phase between the main and auxiliary paths compared to feedforward [53]. On 
the other hand, a key consideration in the design of feedback-based auxiliary paths 
arises from stability. The order of the filter used in the auxiliary path determines the 
phase margin of the closed loop, and increasing the filter order degrades the phase 
margin [54]. Feedforward systems do not suffer from stability concerns and can 
allow for the use of higher-order filters in the auxiliary path.

3.3.3 fReQuency tRanslation of iMPeDance in Passive MixeRs foR filteRing

Passive mixers (Section 3.2.6.2) transfer low-frequency impedance at their outputs to 
their RF inputs (e.g., [38,41,42,44,56]). This is due to the bilateral nature of the mixer 
switches when they are on. A consequence of this impedance transfer is that the selec-
tivity provided by a baseband filter at the output of the mixer can be achieved at RF, at 
the output of the RF transconductor that is used to drive the mixer switches. In a volt-
age-mode mixer, for instance, if the output is loaded with a low-pass filter that pres-
ents a high impedance to the downconverted desired signal, and a low-impedance to 
close-in interferers, a narrow band-pass response is observed at RF at the output of the 
transconductor that mirrors the baseband response. This limits the voltage excursion 
at the output node of the transconductor that is caused by close-in blockers, thereby 
improving the linearity of the transconductor as well as the switches within the pas-
sive mixer. A simulated frequency response at RF of a passive I/Q mixer loaded with 
various values of capacitance assuming an input RF transconductor stage with 500 Ω 
output resistance and devices modeled by ideal switches is shown in Figure 3.14. 
A band-pass response can be observed at the transconductor output.
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In the case of current-mode mixers, the impedance at baseband is designed to be 
significantly lower at baseband than the impedance of the transconductor at RF. As 
such, the transconductor output impedance is lowered over the bandwidth where the 
baseband impedance is small.

A band-pass filter based on the aforementioned effect is demonstrated in Ref. [56]. 
A resistor R followed by a passive switching I/Q mixer with 25% duty-cycle LO, which 
is loaded by capacitors C, is used to achieve a frequency transferred impedance of a 
low-pass RC filter, centered around the LO frequency, at the input of the mixer. The 
mixer is driven by an external balun. The low-pass response itself is seen at baseband 
at the outputs of the mixer. The input-referred impedance is modeled as an equivalent 
shunt R–L–C network. It is shown that the bandwidth observed at RF due to the upcon-
version of the baseband response is set by the equivalent baseband RC filter. Using this 
approach, a tunable filter with a bandwidth of 35 MHz is demonstrated, with a tuning 
range from 100 MHz to 1 GHz. The design exhibits high linearity of 14 dBm IIP3, 
which is related to the use of the passive mixer, and also a low-noise figure of 3–5 dB. 
In Ref. [41], a capacitively loaded voltage-mode I/Q mixer with 25% duty-cycle LO is 
employed to implement a narrowband RF filter at the output of the RF LNA. This filter 
allows for rejection of interferers at the RF LNA output, thus relaxing its output linear-
ity in the presence of blockers. The design is shown to reject a blocker at 20 MHz offset 
by nearly 15 dB. An interesting aspect to the impedance transfer property in such mix-
ers, as discussed in Refs. [38,56], is that the impedance seen looking into the mixer is 
itself a function of the source impedance that is used to drive it.

An important consideration in the use of these filters is that since the filter is com-
posed of switching elements, the filter can exhibit folding of signals from one LO 
harmonic to another; for instance, signals from around the third harmonic of the LO 
can fold around the fundamental frequency. This is a concern in systems with distant 
interferers and necessitates the use of prefiltering to reject the undesirable interferer 
energy near the harmonics of the LO [56].

3.4 HARMONIC REJECTION MIXERS AND DOWNCONVERTERS

A switching mixer amplitude-limits the LO waveform, in order to desensitize the 
mixer to LO amplitude variation and noise. Consequently, the mixer provides signifi-
cant gain at not only the fundamental LO frequency but also the harmonics of the LO. 
For example, a switching mixer that employs an LO at frequency fLO will also provide 
a finite conversion gain at all harmonics of fLO, which is at mfLO, where m is an integer. 
For an LO duty cycle of 50%, the harmonic response at even frequencies is ideally 
rejected. In systems where there is no signal of interest at the LO harmonics, sufficient 
filtering can be employed at the input of the radio receiver, in order to reject signals 
beyond a certain offset from the LO frequency, and avoid downconversion from LO 
harmonics. The level of rejection required is set by the standard and the anticipated 
interferer content at the LO harmonics and determines the complexity and cost of the 
front-end filter. In theory, given a sufficiently sharp filter, the response from LO har-
monics can always be completely rejected.

In broadband applications, however, the system bandwidth can be sufficiently 
wide that the harmonics of the LO coincide with other desired signal channels. 
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This is the case, for example, in digital TV systems, for example, [7], where signals 
occupy 6 MHz wide channels in the frequency range from 48 to 860 MHz. In a 
receiver for this system, when channels toward the lower end of the signal band are 
downconverted, channels that appear at the LO harmonics are also downconverted.

One option for reducing the impact of undesirable harmonic responses in a direct 
downconversion radio is to place a tunable band-pass filter at the input, with a pass 
band that coincides with the desired signal. Achieving broadband tunability implies 
that active devices must be used in the filter. The filter can limit the dynamic range of 
the receiver in this case. Indeed implementation of such a broadband active tunable 
filter poses a significant design challenge to itself.

A very effective alternative in such cases is a harmonic rejection mixer (HRM), 
first proposed in Ref. [57] for transmitter applications. These mixers use linear 
combinations of phase-shifted two-level periodic switching waveforms, in order to 
synthesize a discrete approximation to a sine-wave LO (e.g., [58–61]). Each of the 
periodic switching waveforms can be employed in a unique downconversion path 
and scaled with an appropriate gain coefficient. While the waveforms operating on 
each of the paths contain the harmonics of the LO, after combining the phase-shifted 
LOs, specific harmonics can be rejected. By using two-level waveforms in the mul-
tiple paths, HRMs retain the advantage of switching mixers with regard to insensi-
tivity to LO amplitude, unlike multipliers with sinusoidal LOs.

In this section, we will describe principle of operation and architectures for 
HRMs, primarily in the context of receivers. Limitations in harmonic rejection per-
formance, as set by relative gain and phase matching of different paths, will be out-
lined. Previously reported approaches for desensitizing the design to gain and phase 
errors will be described. It will be shown that an HRM can also be used to internally 
synthesize harmonics of the fundamental. Harmonic rejection in such operating 
modes will be outlined.

3.4.1  haRMonic Rejection baseD on synthesis of 
a DiscRete aPPRoxiMation to a sine wave

In order to eliminate all LO harmonic content, a mixer needs to internally multiply 
the input with a sinusoidal LO. However, switching mixers inherently amplitude limit 
the LO, which introduces significant harmonic content, even if the harmonic content 
in the externally applied LO is small. If a mixer employs a hard-limiting switching 
stage, and uses an external LO that has a 50% dutycycle, the signal experiences an 
amplitude-limited LO that approximates a square wave that switches between −1 
and +1. Such an LO waveform can be represented by a Fourier series that is given by
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where TLO is the time period of the waveform. The mth odd harmonic of the LO is 
attenuated relative to the fundamental at fLO = 1/TLO by a scaling factor of m, while 
the even harmonics are ideally absent.
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By combining appropriately phase-shifted and amplitude-scaled pulse trains of the 
previous form, it is possible to synthesize LO waveforms that can reject specific har-
monics within the LO. One approach to accomplishing this in mixers is to use phase 
shifting in the LO path while applying amplitude scaling in the RF or baseband paths 
using specific gain coefficients. Gain scaling is easier to perform in the signal paths 
rather than within mixer switches, while broadband phase shifting can be performed 
easily in the LO path using time delays in the digital logic used to synthesize the LOs.

The previous approach to harmonic rejection was first demonstrated in Ref. [57] 
for a transmitter application. The design used three mixing paths that had gains in the 
ratio of 1 2 1: : . The LOs applied on the three paths employed relative phase shifts 
of −π/4:0:π/4. An equivalent LO with harmonics at (8m ± 1)fLO, where fLO = 1/TLO is 
the fundamental frequency and m is a positive integer, was obtained from the summa-
tion of the three mixing paths. Ideally, the magnitude of all other harmonics was zero.

The HRM architecture as applied to a receiver downconverter is shown in 
Figure 3.15a. The effective LO that operates on the input in the time domain and its fre-
quency spectrum are shown in Figure 3.15b. The waveform can be seen to be a better 
approximation to a sine wave than a square wave, which implies a reduced harmonic 
content. Mathematically, the amplitude of the fundamental LO component in the 
waveform is scaled by a relative factor of e ej j− + +( )π π/ / ,4 42  which evaluates to 2 2 . 

The amplitude of the third harmonic at 3fLO is scaled by ( ) / /1 3 23 4 3 4/ e ej j− + +( )π π , 

while that of the fifth harmonic is scaled by ( ) / /1 5 25 4 5 4/ e ej j− + +( )π π . These two 

terms can each be seen to evaluate to 0, implying a cancellation of the respective 
harmonic.

Two key sources of degradation need to be considered in the previous design. The 
first arises from the requirement for irrational transconductor gain ratio of 1 2 1: :
. In practice, this ratio is implemented using device scaling, and thus only rational 
ratios are feasible. This implies that a practical implementation of the design will 
necessarily only approximate this ratio. This leads to a finite residual term at the 
harmonic. For instance, if a rational approximation to 1 2 1: :  results in an effective 
ratio of 1 2 1 1: ( ) :+α , we will observe residual terms of relative magnitude α/6 and 
α/10 at the third and fifth harmonics, respectively. A related source of degradation 
appears from mismatch. While the ideal rational approximation to the previous gain 
ratios is 1 2 1 1: ( ) :+α , in practice, each of the three gain terms may be different 
from this ratio, owing to device mismatches caused by statistical variation.

A second source of error arises from nonideal relative phases compared to the 
ideal shifts of −π/4:0:π/4. This too leads to nonideal rejection of harmonics. For 
instance, consider the case where the path with the nominal 0° phase shift has a 
phase of θ at the fundamental. The third harmonic term, with an ideal gain ratio of 
1 2 1: : , will then be scaled by ( ) / /1 3 24 3 4/ e e ej j j− + +( )π θ π , which results in a resid-
ual harmonic component of magnitude 2 3 3sin /( )θ . Since the fundamental term, 
for small values of θ, is still nearly 2 2 , the relative third harmonic is given by θ/2. 
In general, the mth harmonic, which should ideally be rejected, will instead be at a 
relative level of θ/2. The impact of the previous nonidealities on the LO spectrum is 
shown in Figure 3.15c.
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We note that using three paths as shown here degrades noise performance com-
pared to the use of a single transconductor without the three phase-shifted paths. 
The reason for this is that while only part of the signal response at the desired 
harmonic results in the net conversion gain, e ej j− + +( )π π/ /4 42 , the noise contrib-

uted by each of the three transconductors adds in power with magnitude scaling 
of 1 2 1: : .

The design of Ref. [57] uses active transconductors prior to the switching stage 
with the approximate ratio of 1 2 1: : . An alternative design (Ref. [58]) implements 
the gain coefficients at baseband for improved matching performance and employs 
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1/8 duty-cycle clocks, instead of clocks with 50% duty cycle, to generate the same 
effective LO as that in Ref. [57] within an eight-phase HRM.

An N-phase HRM with baseband gain coefficients is shown in Figure 3.16. The effec-
tive LO waveform that multiplies the input is shown for N = 8. By using phase-shifted 
clocks with duty cycle of 1/N the input is sequentially applied to a set of gain coefficients 
[a1:aN]. These coefficients are derived by sampling a sinusoid of frequency fLO N times 
per period, with time steps 1/(NfLO) and a sample clock of frequency NfLO. Thus
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where k ∈ [1:N] and G is the largest scaling coefficient. In practice, the gain coef-
ficients will be quantized approximations of those in Equation 3.5. By applying gains 
ak to the input in a specific time sequence, an effective downconversion frequency 
of fLO is obtained. For an N-phase HRM with ideal gain coefficients, it can be shown 
that all harmonics except for (Nm ± 1)fLO are rejected, where m is a positive integer. 
It is thus theoretically possible to reject an arbitrarily large number of harmonics by 
increasing N, although this comes at the expense of a higher sample clock frequency.*

3.4.2 enhancing haRMonic Rejection PeRfoRMance

As was discussed earlier, harmonic rejection performance is ultimately limited by 
gain and phase errors. Designs without any special enhancements that rely solely on 
native matching performance of silicon devices have typically been observed to pro-
vide harmonic rejection in the range of 30–40 dB. Improving performance beyond 
this level requires the use of additional techniques.

One approach is to improve performance through calibration. This can be per-
formed in the analog or digital domain. For instance, by measuring the harmonic 
rejection performance, the gains of the multiple paths and phases of the LOs used in 

* N paths are depicted in Figure 3.16 for clarity, However, it is noted that many HRMs employ N/2 BB 
paths using differential circuits to change the sign of gain coefficients during the second half period of 
the equivalent LO (e.g., [58–60]).
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FIGURE 3.16 HRM using 1/N duty-cycle clocks and baseband gain coefficients.



87Mitigation of Performance Degradation in Radio Receiver Front-Ends

each path can be calibrated to remove residual harmonics. In a practical design, it is 
important to ensure that the calibration is robust to voltage supply and temperature 
variations.

Approaches that employ specific design techniques termed two-stage harmonic 
rejection and clock retiming have been proposed in the recent past and have been 
shown to provide harmonic rejection in excess of 55 dB. These are described in 
the following sections.

3.4.2.1 Reducing Sensitivity to Gain Coefficient Errors
In Section 3.4.1, a discrete approximation to a sinusoidal LO was implemented using 
three square-wave LOs, with relative phase shifts of −π/4:0:π/4 and respective gain 
scaling of 1 2 1: : . As we noted previously, a nonideal gain ratio leads to a residual 
third and fifth harmonic. Thus, if the practical gain ratio is 1 2 1 1: ( ) :+α , then the 
residual relative third and fifth harmonics are scaled by α/6 and α/10.

The concept of two-stage harmonic rejection for reducing the impact of gain-
coefficient errors was demonstrated in Ref. [59]. In an eight-phase implementation 
of this approach, the RF was first downconverted to baseband in three harmonic-
reject downconversion paths, with relative mutual phase shifts of −π/4:0:π/4. The 

first HRM stages used a nominal gain ratio of 1 2 1: : . The baseband outputs were 
then combined using a second stage of gain coefficients with the same nominal gain 
ratio. As shown in Ref. [59], if the first stage employed a nonideal gain ratio of 
1 2 1 1: ( ) :+α  and the second stage 1 2 1 1: ( ) :+β , then the net error at baseband 
was proportional to αβ.

This approach for achieving harmonic rejection was shown in Ref. [59] for a 
broadband receiver application. The design used passive mixers, with nonoverlap-
ping waveforms of the form shown in Figure 3.16. The design in 65  nm CMOS 
spanned a bandwidth from 400 to 900  MHz, provided a gain of 34 dB, DSBNF 
of 4 dB, and IIP3 of 3.5 dBm, with power dissipation of 60 mW. Harmonic rejec-
tion of over 60 dB was achieved at the third and fifth harmonics, without filtering 
or calibration.

3.4.2.2 Reducing Sensitivity to LO Phase Errors
While the previous approach of cascading two harmonic rejection stages signifi-
cantly improves the sensitivity to gain errors, the impact of phase errors is not 
mitigated. Thus, if the three LO paths have a relative phase shift of −π/4:θ:π/4, 
instead of −π/4:0:π/4, the mth odd harmonic would be at a level of θ/2, even with 
ideal gain ratios.

To mitigate this source of error, a multiclocking approach can be used where all 
phase clocks are synchronized to a single master clock. Multiclocking approaches 
have been used for reducing the sensitivity to phase errors in several contexts. In Ref. 
[62], sensitivity of image rejection to phase error is reduced by employing two switches 
connected in series in an I/Q mixer, both clocked at a 50% duty cycle. Another clock 
at frequency 4fLO is used to desensitize the design to phase errors arising from non-
ideal clock duty-cycle. As described earlier, in Ref. [36], a multiclocking approach is 
used to significantly reduce flicker noise in an active mixer. Insensitivity of harmonic 
rejection to phase errors by using multiclocking is shown in Ref. [60] in a single-stage 
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active HRM. In this design, a primary clock of frequency NfLO is employed to gener-
ate N clock phases, and the source of error arising from the nonideality of the primary 
clock duty cycle is removed by combining the two polarities of the primary clock to 
create each mixing phase.

We describe the operation of a retiming circuit [60] in the context of a passive 
HRM with eight phases, as shown in Figure 3.17. The RF signal is sequentially 
steered to the gain units a1−a8 using nonoverlapping pulses p1−p8, respectively. 
Nonideal edge timing in these pulses, for example, p1 in Figure 3.17, acts a source 
of phase error and leads to degradation in harmonic rejection. For instance, if p1 
extends into the duration of p2, the RF signal would be split between gain paths a1 
and a2 for a brief duration of time.

In order to avoid this, instead of using one path to apply the RF to a gain block, 
we can employ two paths that are retimed using the complementary primary clock 
pulses CLKp and CLKn, as shown in Figure 3.18. Each of the pulses pi, i ∈ [1:8], is 
now replaced by two pulses, pi+, i ∈ [1:8], and pi−, i ∈ [1:8]. Further, these pulses 
are designed to overlap the primary clock pulses CLKp and CLKn, as shown in the 
figure. The RF signal is connected the baseband gains a1−a8 using effective pulses 
peff,i = (pi + ∧CLKp)∨(pi−∧CLKn). The pulses peff,i transition only at the edges of CLKp 
and CLKn for all values of i. The edges of the pulses pi± can now tolerate an uncer-
tainty of ±TCLK/4, where TCLK is the time period of the primary clock, for each of 
their transitions, without an impact on peff,i. This greatly desensitizes the design to 
phase errors.

The previous approach was demonstrated in a single-stage active HRM with a 
signal bandwidth of 100–300 MHz in Ref. [60], with gain of 12 dB, DSB NF of 11 
dB, IIP3 of 12 dBm, and power of 69.4 mW. The harmonic rejection ratio was in the 
range of 52–55 dB.
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FIGURE 3.17 Passive HRM with potential timing error on edge of p1.
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3.4.3 Desensitizing a two-stage Design to gain anD Phase eRRoRs

An HRM can be desensitized to both gain and phase errors as shown in Ref. [61]. A 
16-phase two-stage HRM is employed with clock retiming in this design. In the design 
of Figure 3.18, a single RF gain path is steered through multiple baseband gains using 
the effective clocks peff,i, which are implemented using clock retiming. The impact of 
phase errors in the individual clocks pi is mitigated using this approach. In a two-stage 
design, multiple RF gain coefficients are used in parallel to synthesize the effective 
discrete-level sinusoidal LOs, with phase offsets. Each RF gain coefficient has associ-
ated with it a clock-retiming network similar to that shown in Figure 3.18.

Since the same master clock is routed through all the clock-retiming networks, 
phase errors in the master clocks caused by routing can cause phase errors between 
the downconversion paths. As described in Ref. [61], the two-stage design with reti-
ming ensures that relative phase errors between the multiple downconversion paths 
are also mitigated. The design of Ref. [61] is able to achieve over 65 dB harmonic 
rejection without gain or phase calibration or harmonic filtering.

Another key feature described in Ref. [61] is the capability of an HRM to synthe-
size multiple downconversion frequencies within the HRM, through a reconfigura-
tion in the way in which gain coefficients are accessed. This employs the observation 
that the coefficients [a1:aN], where ak = sin(2πk/N), can be used to generate all 
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FIGURE 3.18 Clock retiming in passive HRM.
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harmonics of fLO up to (N/2)fLO through a simple permutation of the sequence in 
which they are applied to the signal. If the nth harmonic is synthesized in this way 
where n ∈ [1:N/2], the LO spectral content is observed only at nfLO and (Nm ± n)fLO, 
for positive integer values of m, while all other harmonics of fLO are ideally zero. An 
HRM based on this approach was demonstrated in 130 nm CMOS technology for 
the frequency band from 50–830 MHz in Ref. [61]. The HRM had a gain of 12 dB, 
DSBNF of 11 dB, and IIP3 of 5.4 dBm, with a power dissipation of 67 mW. In the 
fundamental LO mode, the harmonic rejection at the third, fifth, and seventh har-
monics was measured in the range of 67–72 dB.

3.5 CONCLUSION

The appearance of energy from out-of-band sources into a desired channel can lead to 
significant degradation in signal quality. In this chapter, we identified key mechanisms 
responsible for this potential degradation. As noted, these can be linear time varying 
or nonlinear in nature. Several circuit and architectural techniques were described in 
CMOS and BJT technologies to mitigate the impact of these mechanisms.
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4 Interference Filtering 
with On-Chip 
Frequency-Translated 
Filters in Wireless 
Receivers

Hooman Darabi and Ahmad Mirzaei

4.1 INTRODUCTION

This chapter introduces frequency-translated filters that are used in wireless receiv-
ers to deal with interferers. These filters frequency-translate baseband impedances 
to synthesize high-Q band-pass filters (BPFs) with center frequencies precisely 
controlled by a clock frequency [1–6]. These filters are composed of only MOS 
switches and capacitors, making them ideal for integration while they follow the 
technology scaling.

The chapter is organized as follows. First, we briefly discuss that why wireless 
receivers need external surface acoustic wave (SAW) filters and why these filters 
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must be removed and and replaced with integrated counterparts. Then, the sim-
plest form of a frequency-translated filter is introduced, which is the conventional 
passive mixer driven by 50% duty-cycle local oscillator (LO) clocks. It is revealed 
that while this filter offers a high-Q filtering, it suffers from the image prob-
lem, preventing it from being useful as on-chip high-Q filters. Moving forward, 
four-phase filters are presented to eliminate the image issue while preserving 
the high-Q filtering. Then, the design of a SAW-less fully integrated quad-band 
2.5G receiver is described, which uses these on-chip high-Q filters to deal with 
blockers. Next, transfer functions of the four-phase filters are derived, and effects 
of various imperfections such as LO phase noise, second-order nonlinearity, and 
thermal noise of switches are discussed.

4.2 GENERAL CONSIDERATIONS IN WIRELESS RECEIVERS

In any wireless standard, the receiver must satisfy a certain blocking template defined 
at various blocker frequencies and levels. For instance, as shown in Figure 4.1, in the 
Global System for Mobile Communications (GSM) standard, a desired signal only 
3  dB above the sensitivity could be accompanied by an out-of-band blocker that 
can be as large as 0 dBm and as close as only 80 MHz to the edge of the Personal 
Communication Services (PCS) band. Since the desired signal is weak, the gain of 
the low-noise amplifier (LNA) must be adequately high. Thus, the blocker must be 
filtered out prior to reaching the amplifier’s input in order not to compress it.

Due to the modest quality factor (Q) of on-chip inductors, conventionally, out-
of-band blockers are attenuated by an off-chip SAW filter placed prior to the LNA. 
Being expensive and bulky, it is desirable to remove the SAW filter especially in mul-
tiband applications such as cellular. In addition to the cost implications, SAW filters 
not only degrade the receiver’s sensitivity due to their inevitable insertion loss, they 
also remove the flexibility of sharing LNAs in multiband applications.

In the conventional quad-band 2.5G receiver, the use of four external SAW fil-
ters is inevitable due to the stringent out-of-band blocking requirements of GSM 
(Figure 4.2a). Also, each band requires three matching components, which amounts 
to a total of 16 external RF components. Using on-chip four-phase filters, Ref. [7] 
was able to remove the entire external filters including their matching components, 
saving a considerable amount of bill of material (Figure 4.2b). Moreover, the receiver 
in Ref. [7] features two on-chip baluns with only two single-ended inputs, one for the 
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high band and one for the low band. Consequently, the number of receiver RF inputs 
from the typical of eight is reduced to two, which substantially simplifies the design 
of the package and the PCB, especially for SoC where a large portion of the package 
is dedicated to the baseband routing.

4.3 TWO-PHASE HIGH-Q FILTERING

As shown in Figure 4.3, an RF current IRF is commutated by mixer switches clocked 
at a rate fLO with rail-to-rail square-wave differential LOs. The differential downcon-
verted currents flow into baseband impedances ZBB and become baseband voltages 
across them. Due to the lack of reverse isolation of passive mixers, these baseband 
voltages are upconverted back to the RF, becoming an RF voltage at the RF side of 
the switches. For simplicity, as shown in Figure 4.3, assume that the RF current is a 
single tone at fLO + fm and this current is commutated by the switches clocked at a rate 
fLO. It can be shown that around fLO the resulting RF voltage has two frequency com-
ponents: one at the incident frequency, fLO + fm, called the main frequency, and one 
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at the image frequency, fLO − fm. Phasors of the two main and image components of 
the RF voltage are given by these expressions [8]:

 
V f f R Z jf IRF LO m SW BB m RF@( ) ( )+ = +

⎡

⎣⎢
⎤

⎦⎥
2

2π
 (4.1)

 
V f f Z jf IRF LO m BB m RF@( ) ( ) *− = −

2
2π

 (4.2)

and the significance of these expressions will be discussed soon.
If we focus on only the main component of the RF voltage, assuming that the 

excitation is an RF current with infinite output impedance, the input impedance 
would be given by this expression:

 
Z R Z s j Z s jin SW BB LO BB LO≅ + − + +{ }( ) ( )2

2π
ω ω  (4.3)

which is equal to the switch resistance in series with a BPF. In fact, this BPF is the 
same as the low-Q low-pass filter that is frequency-shifted to the RF to become a 
high-Q band pass. So, with two MOS switches and two 180° out-of-phase LO clocks, 
we were able to synthesize a high-Q BPF with a tunable center frequency precisely 
controlled by the LO clock.

Phasors of the two main and image components of the RF voltage are given by 
(4.1) and (4.2). According to (4.1) and (4.2), if the distance between the incident fre-
quency and the LO is larger than the baseband filter’s bandwidth, the resulting RF 
voltage will be lowered by the same amount at both the main and the image frequen-
cies. In other words, for both frequency components, the baseband impedance is 
shifted to fLO to construct a built-in high-Q BPF.

We surmise that this impedance transformation property can be utilized to atten-
uate unwanted blockers. As shown in Figure 4.4, assume that the high-Q two-phase 
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FIGURE 4.4 High-Q filtering of a two-phase filter. (a) LTS impedance with modest Q. 
(b) High Q filtering by adding a two-phase filter.



99Interference Filtering with On-Chip Frequency-Translated Filters

band-pass impedance is placed at any point inside a receiver front end. We expect 
that this arrangement would exhibit a low-impedance path to those blockers whose 
distance to ωLO is greater than the bandwidth of the low-pass filter while maintaining 
a large input impedance for frequency components of interest close to ωLO. To under-
stand the concept, let us turn our attention to Figure 4.4a where an RF current IRF( f) 
flows into an RF impedance ZL( f). This arrangement can be the Norton equivalent of 
an RF node inside the receiver front end. Owing to the limited Q of on-chip induc-
tors, ZL( f) would exhibit either a low-Q band-pass response centered at the desired 
RF or a low-pass response with a bandwidth large enough to pass the desired signal 
without a significant attenuation. The transfer function from the RF current to the RF 
voltage across the RF impedance is simply equal to ZL( f) plotted in Figure 4.4, and 
the resulting filtering is generally not sharp.

Now, as shown in Figure 4.4b, let us assume that a two-phase switching system 
is connected to the same RF node. To understand the effect, we need to evaluate the 
resulting RF voltage across ZL. Ideally, we would like the desired signal around the 
LO not to experience much attenuation with respect to the original RF system, while 
far-out blockers are significantly attenuated by the switching system.

To evaluate the filtering performance of the proposed high-Q filter, it must be 
noted that based on our previous discussions the voltage across ZL shall contain 
components at the main and image frequencies.* So, after some math, these two RF 
voltage components are found to be
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Equations 4.4 and 4.5 are not friendly at all, so we use a graphical approach pre-
sented in Figure 4.5 to explain their implications. Assume that the input frequency is 
swept from fLO to upper frequencies. The transfer function for the RF voltage at the main 
frequency is plotted in Figure 4.5a, which is rightfully a high-Q band pass. However, 
around fLO where the desired signal is located, the gain drops by approximately 6 dB 

* Plus frequency components around 3ωLO, 5ωLO, and beyond, which are ignored for now.
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with respect to the original transfer function with no two-phase high-Q filter attached. 
The image component created on the left side of fLO is also high-Q band pass and is 
roughly the mirror of the main transfer function. Similarly, if the excitation frequency 
is swept over frequencies below fLO, we will have the main and the image transfer 
functions where both are high-Q band pass with 6 dB gain loss around fLO.

Because of the image component, the two-phase filter is useless for both zero- and 
low-IF receivers. For a zero-IF receiver, the resulting RF voltage would be com-
posed of the desired RF signal plus its own image aliased and both would have equal 
strengths (Figure 4.5b). Having the same strengths for the image and the main com-
ponents is the worst possible situation eliminating the possibility of removing the 
image and extracting the desired signal. For a low-IF receiver, a blocker at the image 
frequency, which can be orders of magnitude stronger than the desired signal, would 
be folded on top of the desired signal and would completely destroy it (Figure 4.5b). 
Therefore, because of the image issue, the two-phase high-Q filter is useless as is and 
needs to be modified.

4.4 FOUR-PHASE HIGH-Q FILTERING

To get rid of the image, we can increase the number of clock phases to four, lead-
ing to the four-phase filter presented in Figure 4.6. In the four-phase filter, four 
MOS switches are attached to four baseband low-pass impedances on one side and 
the switches are tied together on the other side. The switches are clocked by four-
phase 25% duty-cycle LO clocks with an angular frequency of ωLO, and they are 
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FIGURE 4.5 Image problem of a two-phase high-Q filter. (a) Transfer functions. (b) Explan-
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progressively phase-shifted by 90°. It can be shown that the input impedance is given 
by the same expression as that of the two-phase filter [9]:

 
Z R Z s j Z s jin SW BB LO BB LO≅ + − + +{ }( ) ( )2

2π
ω ω  (4.6)

meaning that the impedance seen from the RF side of the switches is that of the base-
band impedance shifted in frequency to ωLO (in series with the switch resistance). 
Therefore, a simple low-Q low-pass filter is translated to a high-Q band pass whose 
center is very well controlled by the frequency of the clock ωLO. More importantly, 
the image problem is solved.

If we place this four-phase filter at any point inside a receiver front end, this 
arrangement would exhibit a low-impedance path to those blockers whose distance 
to LO is greater than the bandwidth of the low-pass filter while maintaining a rela-
tively large input impedance for the frequency components of interest nearby ωLO. In 
other words, we have now achieved a high-Q BPF with no image problem. We will 
discuss about the practical issues of this four-phase filter and its robustness against 
some implementation-related imperfections. But first, let us discuss the design of a 
2.5G SAW-less receiver, which makes use of four-phase filters to deal with out-of-
band blockers.

4.5  SAW-LESS QUAD-BAND 2.5G RECEIVER 
USING FOUR-PHASE FILTERS

Figure 4.7 shows the overall receiver block diagram integrated as a part of 2.5G SoC. 
It uses a low-IF architecture with active RC filters providing partial channel selec-
tion. The low-pass filter is a third-order Butterworth design with the real pole in the 
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first stage and a biquad stage next. Analog DC offset cancelation is provided by HPF 
servo loops and the residue of DC offset is corrected in the digital signal processing 
(DSP). The LPF is followed by a 14-bit ADC that provides the digital spectrum to 
the receiver (RX) DSP unit, which is responsible for several functionalities such as 
full channel selection, equalization, and the image rejection.

For receiving GSM/GPRS/EDGE signals with 200 kHz channel bandwidth, the 
baseband impedance ZBB in the high-Q BPF is chosen to be simply a capacitor, CBB, 
which is shown in Figure 4.8. The BPF is more suitable to be implemented differ-
entially in order to make it robust to common-mode noise sources. To receive GSM 
signals, since the out-of-band blockers can be as close as 20 MHz to the desired 
signal, the impedance of the baseband capacitor CBB at 20 MHz must be low enough 
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FIGURE 4.7 Block diagram of the quad-band SAW-less 2.5G receiver.
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to adequately attenuate the 0 dBm blocker without allowing any gain compression. 
This determines the minimum size for CBB. Depending on the availability of space 
on the chip, a larger CBB results in a more attenuation even for blockers that are closer 
to the desired signal. The switch resistance eventually limits the attenuation roll-off 
at far-out frequencies.

Illustrated in Figure 4.9, an on-chip balun converts the single-ended receiver input 
from the antenna switch to a differential signal to drive the inputs of a differential 
LNA. The secondary of the transformer is tuned to the desired band, to ensure an 
S11 of less than −10 dB seen from the input of the RF IC. This single-ended to dif-
ferential conversion provides a voltage gain of close to 9 dB, resulting in a simulated 
receiver noise figure of 2.8 dB. The LNA is a common-source cascode amplifier 
loaded by a differential tuned inductor. To prevent the saturation of input devices 
of the LNA by the 0 dBm blocker, an on-chip four-phase high-Q BPF is differ-
entially placed at the LNA inputs. This BPF provides a low input impedance for 
far-out blockers without impacting the desired signal much, yet causing out-of-band 
blockers to be significantly attenuated at this stage. The blockers now have experi-
enced enough attenuation to the level not to cause any significant gain compression 
or intermodulation at the input devices of the LNA. However, this attenuation is 
not sufficient for the 0 dBm blocker at the 20 MHz offset, which is required for low 
band. Therefore, the second four-phase high-Q BPF is utilized at the inputs of the 
cascode devices. This additional filtering guarantees that the attenuated blockers do 
not cause large voltage swings at the LNA output, while the desired signal is expe-
riencing the intended amplification by the LNA. Furthermore, the downconversion 
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current-driven passive mixer along with the low-pass response of the transimped-
ance amplifier can be utilized as the third high-Q BPF. For this purpose, the switches 
of the passive mixer need to be driven by the same 25% duty-cycle signal that clocks 
the two other high-Q BPFs.

There is an on-chip synthesizer operating at double frequency and an on-chip 
divide-by-two circuit provides quadrature 50% duty-cycle rail-to-rail clocks at the 
desired LO frequency. Using four AND gates, these 50% duty-cycle quadrature sig-
nals are utilized to generate the required 25% duty-cycle quadrature clocks, and after 
being buffered, they drive switches of the high-Q BPFs and the downconversion 
passive mixer. The clock buffers are slightly skewed to make the generated 25% 
clocks nonoverlapped and the amount of nonoverlapping is kept very small. It can be 
shown that a small nonoverlapping doesn’t alter the nature of the input impedance. 
On the contrary, the overlapped clocks can potentially make the two switches turn 
on simultaneously, causing unwanted charge sharing between the two corresponding 
capacitors.

The chip was fabricated in 65 nm digital CMOS and is verified both as a stand-
alone receiver and with the baseband running in the call mode in the platform level. 
The die photo of the receiver is shown in Figure 4.10. It occupies an active area of 
2.4 mm2.

When the on-chip BPFs are disabled, as plotted in Figure 4.11a, the measured S11 
is below −10 dB across both the low and high bands. With the high-Q BPF at the 
secondary of the transformer enabled, the measured S11 is less than −10 dB only at 
a very narrow frequency range around the RX-LO and sharply becomes larger than 
−5  dB at other frequencies (Figure 4.11b). The narrow frequency band where  S11 

FIGURE 4.10 Receiver die photo.
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is less than −10 dB moves with the RX-LO. This phenomenon can be explained 
as follows: when the four-phase BPF at the secondary of the transformer is acti-
vated, it exhibits high input impedance at a very narrow frequency range around 
the LO; hence, it is expected not to load the secondary of the transformer much 
around the RX-LO. That’s why around the LO the measured S11 is not degraded. 
However, at higher offset frequencies, the four-phase filter exhibits a large capacitive 
input impedance, which increases the return loss as a result. This can potentially 
offer even more filtering through mismatching the antenna impedance at frequencies 
away from the desired channel.

The receiver noise figure measured across all receiver bands and channels is about 
3.1 dB (Figure 4.12a). This is about 0.5 dB higher than a typical cellular receiver 
noise figure. However, given that the SAW filter adds an additional loss of about 
1.5 dB, the overall noise figure of the system is 1 dB better. The corresponding voice 
sensitivity in the PCS band is better than −110 dBm shown in Figure 4.12b, which is 
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about 1 dB better than the similar radios with external SAW filters especially around 
the edges of the PCS band. Note that the four-phase BPFs are nominally disabled 
and only need to turn on at infrequent events of receiving a large out-of-band blocker 
detected through a wideband RSSI circuit.

The NF of the receiver versus the blocker power at ±80 and ±20 MHz offsets 
for the PCS band is shown in Figure 4.13a. For a 0 dBm blocker at ±80 MHz, 
the measured blocker NF is 11.4 dB, which is well below the 15 dB estimated 
requirement of 3GPP. For a blocker at an offset of ±20 MHz, a −11 dBm blocker 
results in a measured NF of 10.9 dB, which is again well below the target. 
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All other bands satisfy the requirements as well, and only the more challenging 
PCS band is shown as an example. As shown in Figure 4.13b, a 0 dBm blocker 
at an offset of ±80 MHz compresses the receiver gain by only 0.8. Also, for a 
blocker at an offset of ±20 MHz, a −11 dBm blocker compresses the RX gain by 
only 0.3 dB.

At the maximum gain, the measured in-band IIP3 is better than −12.4 dBm and 
IIP2 is measured better than +45 dBm for the high band and +50 dBm for the low 
band. The measured 600 kHz blocker NF is 6.9/4.6 dB for the high/low bands, 
respectively. The 3 MHz blocker NF is 8.6/7.3 dB. The receiver adjacent and in-band 
blocking performance is measured at the platform level, which agrees well with 
the device measurements. In all cases, the 3GPP requirement is met with margin. 
The receiver dissipates 55 mA, which includes the RX-PLL and clock generation 
circuitry.
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4.6  NONIDEALITY CONCERNS OF FOUR-PHASE 
FILTERS IN WIRELESS RECEIVERS

So far, we have shown that an arrangement of four MOS switches and four baseband 
impedances can synthesize an on-chip high-Q BPF.* The technique can be utilized 
to replace external SAW filters in wireless receivers. Although the employed on-
chip high-Q BPF has a simple structure, numerous shortcomings need to be studied. 
This section analyzes the robustness of the four-phase high-Q filters in SAW-less 
receivers against imperfections such as clock phase noise, thermal noise of switches, 
second-order nonlinearity of switches, and clock phase error.

4.6.1  iMPact of Rf haRMonic uP- anD DownconveRsions 
on tRansfeR function

In a linear time-invariant (LTI) system, regardless of the type of the excitation volt-
age or current, the input impedance, which is defined as the Fourier or Laplace trans-
form of the port voltage divided to the port current, is independent of the output 
impedance of the excitation (ZL in Figure 4.14a) and is a function of only the LTI 
network and its constituent elements. This is not the case in a linear time-variant 
(LTV) system. As shown in Figure 4.14b, let us assume that a four-phase filter is 
connected to an RF node, which is modeled by its Norton equivalent system, that 
is, an RF current with an output impedance equal to ZL. The RF current is com-
mutated by the switches of the four-phase filter, downconverted, integrated into the 
baseband impedances, and eventually low-pass filtered. Due to the lack of a reverse 
isolation, the baseband voltages across the baseband impedances are upconverted 
back to the RF to become an RF voltage that contains frequency components not 
only at the incident frequency but also at the third, fifth, and all other odd harmonics. 
These high-frequency components of the RF voltage appear across ZL, initiating RF 

* In a differential implementation of the four-phase filter, eight switches are needed.
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currents at these harmonics. Due to the harmonics of the LO clocks, these frequency 
components of the RF current are downconverted back to the baseband, modifying 
the original baseband voltages. In the steady state, once we satisfy KCL and KVL 
at all nodes and branches, it can be proved that the input impedance around the LO 
frequency is given by the following expression:
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which is coupled to ZL through the previous complicated format. In fact, Zin depends 
not only on ZL at frequencies around the LO but also on the values of ZL at other odd 
harmonics of the LO clock. Because of this effect, the input impedance seen from 
the RF side is not infinite even though the baseband impedances are infinite at DC.

Similarly, we can find the RF voltage versus the excitation current IRF (Figure 4.15), 
given by this expression:
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If the four-phase filter were not connected to this node, the transfer function 
would simply be ZL. When the four-phase filter is connected, even if the baseband 
impedances are capacitors that are infinite at DC, the input impedance becomes 
finite. As a result, the transfer function at the LO frequency drops below the ideal 
target. This infinite summation is defined as the shunt admittance (Figure 4.15). 
The Q of the filtering and the drop at the center frequency both are functions of 
this shunt admittance. Also, another important thing is the attenuation at far-out 
offset frequencies where the baseband impedance diminishes to zero. This far-out 
attenuation is simply equal to the switch resistance in parallel with the RF imped-
ance ZL. Thus, in order to increase this attenuation, the switch resistance must be 
adequately lowered.

For example, in the special case where the RF impedance is a resistor of size 
RL and the baseband impedances are simply capacitors of size CBB, this drop in 
the transfer function is equal to 1.9 dB, and the 3 dB bandwidth is given by this 
expression:
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which is a function of only RL and CBB. That is why by increasing the LO frequency 
a higher Q can be achieved. The transfer function of the RF voltage versus the input 
current is given by this equation:
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In reality, we cannot have a resistor with infinite RF bandwidth. As shown in 
Figure 4.16, we can model this finite bandwidth by adding the capacitor CL in paral-
lel with ZL. It is interesting to study the effect of this capacitor. From the forgoing dis-
cussions, we realize that the harmonic effect lowers the Q and leads to a gain drop at 
the LO frequency. Due to the presence of the capacitor CL, the overall impedance of 
ZL at the harmonics decreases, increasing the shunt admittance. In other words, the 
harmonic effect becomes even much stronger, leading to further drop at the peak fre-
quency and lower Q as the capacitor CL increases (Figure 4.16). Also, since the shunt 
admittance has a positive imaginary part, the center frequency is slightly shifted 
toward the left and this shift continues as CL increases.

4.6.2 iMPact of lo Phase noise

As shown in Figure 4.17, assume that a weak desired signal around fLO is accom-
panied by a strong blocker at fb, where |fb−fLO| ≪ fLO. The LO is not clean and 
is noisy. Each of the baseband capacitors holds three types of voltage [1]: (1) the 
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downconverted desired signal around DC, (2) the downconverted and attenuated 
blocker at fb − fLO, and (3) the reciprocally downconverted blocker by the LO phase 
noise, which is around DC as well. Now, looking back from the RF side, the first two 
types of voltages are upconverted back to the RF, creating components of the RF 
voltage at the desired and the blocker frequencies, which is the intended function-
ality of the high-Q filter. However, the third type of the capacitor voltages that are 
emerged from the LO phase noise are also upconverted back to the RF and appear as 
an RF noise voltage around the LO, where the desired signal is located.
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We can perform all the math to find the unwanted series voltage that models the 
phase-noise impact. The final equations turn out to be complicated and unfriendly 
[1] but can graphically be described as shown in Figure 4.18. The incoming RF cur-
rent iRF(t) is multiplied to the LO jitter. The blocker is assumed to be a narrowband 
located at fb, and the jitter has a low-pass spectrum. Thus, the power spectral density 
of the jitter times the RF current is concentrated at the blocker frequency as well. 
Now, the result is impulse-sampled uniformly at the rate of fLO, which as shown in 
Figure 4.18 replicates the spectrum at integer multiples of fLO. Consequently, the 
sampled signal would have frequency components around DC. The impulse samples 
go through baseband filtering defined by the baseband impedance of the four-phase 
filter. Hence, the baseband impedance ZBB filters out the high-frequency  components 
including those at the clock frequency and its harmonics. The resulting low-pass 
 signal is multiplied by the 50% LO clock and is frequency-translated to fLO, its 
 harmonics increasing the receiver noise floor.

For example, when the four-phase filter is used for a 2.5G receiver [7], a 0 dBm 
blocker at 20 MHz offset or above and a phase noise of −160 dBc/Hz at the blocker 
frequency result in an input-referred noise floor of −167.5 dBm/Hz. This noise floor 
is translated to a blocker NF of 6.5 dB, well below the 15 dB target specified by 
the 3GPP.

4.6.3 iMPact of seconD-oRDeR nonlineaRity

Let us assume that there is an amplitude-modulated blocker in the RF current, which 
is represented as ib(t) = Ib(t)cos(2πfbt) in Figure 4.19. The voltage–current relationship 
of each switch in the high-Q BPF can be modeled as v R i iSW SW SW SW= +β 2 , in which 
vSW represents the voltage drop across the switch, iSW is the current flowing through 
the switch, RSW is the switch resistance, and β is the coefficient of the second-order 
nonlinearity. It can be shown that if the switches are perfectly matched, due to the 
second-order nonlinear term, the blocker current would appear as βi tb

2( ) at the RF 
side of the switches. This unwanted term would pose no harm as it would not create 
any frequency components at the desired signal frequency. βi tb

2( ) would generate 
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components either at DC or around 2fb, none of which is harmful. However, the mis-
matches are inevitable, and it can be shown that due to the presence of mismatches 
low-frequency components of the AM blocker are upconverted to around fLO, 
 increasing the receiver noise floor. Since the switches are sized to be relatively large 
for a lower on resistance, the second-order nonlinearity typically poses no threat.

4.6.4 iMPact of QuaDRatuRe eRRoR

As shown in Figure 4.20, assume that there is a phase error of Δφ in the origi-
nal quadrature 50% duty-cycle clocks. First, we must find out how this phase error 
shapes outputs of the AND gates in the 25% clock generator circuit. As demon-
strated in Figure 4.20, as a result of the phase error Δφ in the 50% clocks, only the 
duty cycles of the 25% clocks change and no phase error among them occurs. In 
other words, fundamental harmonics of LO1, …, LO4 are still phase-shifted by 0°, 
90°, 180°, and 270°, respectively. The duty cycles of one pair of LOs, LO1 and LO3, 
increase and those of the other pair, LO2 and LO4, decrease. Now, assume that the 
incident RF current is a tone at fLO + fm whose phasor is denoted by Isig, in which 
fm ≪ fLO and without loss of generality fm is assumed to be positive. It can be shown 
that the resulting RF voltage will have two frequency components. The first compo-
nent is at the incident frequency, fLO + fm, whose phasor is calculated to be {RSW + 
(2/π2)ZBB( fm)}Isig and is the desired component. The second component, which we 
call the image component, appears at the image frequency, fLO − fm, which is derived 
to be Δφ × {RSW + (2/π2)ZBB( fm)}Isig. This component is undesired.

For example, in a low-IF receiver, this phenomenon along with the downconver-
sion mixer of the receiver can fold the image components to on top of the desired 
signal. In a zero-IF receiver, the desired signal will be flipped over its center and is 
added to itself. It should be mentioned that because the mismatch is typically weak, 
the image folding can be corrected in the digital domain.
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4.6.5 theRMal noise of switches

Since the switches of the four-phase BPF carry no DC currents, they do not contrib-
ute any flicker noise. However, like any switched capacitor circuits, thermal noise 
of the switches needs to be carefully studied. In a MOS device, white noise origi-
nates from thermal noise due to the conductance of the channel (conductance of the 
inversion layer). Since the proposed four-phase BPF is an LTV system, it is simpler 
to utilize the Thevenin theorem (Figure 4.21). According to this theorem, any lin-
ear one-port circuit can be replaced with an equivalent circuit called the Thevenin 
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equivalent, where the branch voltages and branch currents of other circuits attached 
to this circuit do not change. The Thevenin equivalent of a linear one-port circuit is 
the same circuit but with zeroed independent voltage and current sources in series 
with the open-circuit voltage called the Thevenin voltage. In fact, the zeroed system 
is the same four-phase BPF but with noiseless switches.

The Thevenin voltage, vn,th(t), in Figure 4.21 is equal to: S1(t)vn,sw,1(t) + S2(t)vn,sw,2(t) + 
S3(t)vn,sw,3(t) + S4(t)vn,sw,4(t), where Si(t)vn,sw,i(t) is the ith, i = 1, …, 4, cyclostationary 
noise contributed by the ith switch. Si(t) is equal to 1, when the corresponding LO is 
high and is zero otherwise. The white noise sources from the four switches are statis-
tically independent, and all hold identical statistical properties. Knowing that at two 
different moments a white noise source has statistically independent values, vn,th(t) 
also turns out to be a white noise voltage with a power spectral density of 4kTRSW. 
Thus, the four-phase BPF with noisy switches can be equivalently replaced with a 
noiseless BPF in series with a white noise voltage whose power spectral density is 
equal to that of the thermal-noise voltage of a resistor of size RSW.

Since the BPF exhibits large input impedance and hence large Thevenin imped-
ance at frequencies around the LO and its harmonics, the transfer function by which 
those noise components appear at the desired signal band would be weak. As shown 
in Figure 4.22, in a special case when the RF impedance is a resistor equal to RL and 
the baseband impedances are capacitors of size CBB, the power spectral density coming 
from switch noises across RL around the LO is found to be given by 4kTRSW(1 − 8/π2). 
We can calculate the power spectral density of noise from RL across RL too, which is 
equal to 4kTRL(8/π2). Comparing the previous two quantities, one can readily observe 
that the switch noise contribution is negligible compared to the noise of RL.

4.6.6 haRMonic folDing

Let us assume that there is a blocker around 3fLO received by the receiver antenna. 
Passing through the antenna switch and the package (no SAW filter exists), this blocker 
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experiences some attenuation but is never fully suppressed. Eventually, this blocker is 
harmonically downconverted to on top of the desired signal that is around fLO. As a 
result, the receiver noise floor may increase. Similarly, a blocker around fifth harmonic 
can be harmonically downconverted and aliased to on top of the desired signal. Since 
the attenuation from the package and the antenna switch is not sufficient, an exception 
must be taken for out-of-band blockers at 3fLO and 5fLO. For example, in the SAW-less 
receiver of Ref. [7], the blocker level at these frequencies is relaxed from 0 to −43 dBm.

4.7 CONCLUSIONS

We realize that one can synthesize high-Q filters by frequency translation of low-Q 
baseband filters. Being constructed from only MOS switches and capacitors makes 
these filters very friendly for integration and they follow the technology scaling. 
These filters offer high-Q BPFs with a Q proportional to the size of the constituent 
baseband capacitor, and their center frequencies are precisely controlled and tuned 
by the clock frequency. These filters are very linear and of low noise, which makes 
them perfect candidates for SAW-less receivers. We also described the design and 
architecture of a fully integrated SAW-less quad-band 2.5G receiver, which uses on-
chip four-phase filters to deal with out-of-band blockers.
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5.1 INTRODUCTION

The wireless industry continues to flourish at breakneck speeds. As a result, spectral 
congestion caused by wireless user traffic has already become a significant concern 
that threatens further growth of the technology [1,2]. However, this congestion is 
primarily due to suboptimal frequency usage arising from the inflexibility of the 
spectrum licensing process. This suboptimal spectrum allocation and its consequent 
inefficiency can be solved by utilizing the concept of dynamic spectrum access. 
This allows other users to utilize temporarily unused spectrum for communications. 
Typically, a software-defined radio (SDR) hardware is envisioned for exploiting 
dynamic spectrum access using cognitive radio (CR) capability. In this chapter, we 
define the CR in the narrow sense of an intelligent device that is able to dynamically 
adapt and negotiate wireless frequencies and communication protocols for efficient 
communications. To enable this capability, each participating device needs to have 
many features such as geolocation, analysis of the external communications environ-
ment, sensing the dynamic spectrum usage, and the ability to change the frequency 
and bandwidth of transmission, adjust the output power level, and even alter trans-
mission parameters and protocols [3].

Figure 5.1 provides an indication of the growth of CRs as a topic of research in the 
recent past. The figure plots the number of publications that show up in IEEE search 
for a given keyword across different years. Some of the keywords represent growing 
research areas in wireless, while other keywords such as VLSI and DSP represent 
popular areas of research in electronics and have also been included for comparison. 
The first CR paper was published in 1999 by J. Mitola [4]; research in this area was 
relatively dormant, however, till 2004. Since then, with technology maturing to meet 
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the requirements of the CR hardware, and the rising need for reduced spectrum 
 congestion, CRs have seen a tremendous growth in research activity and are now 
among the most researched areas in the wireless industry.

A CR can be divided into (1) an SDR hardware unit and (2) an intelligence soft-
ware unit to provide the required software-based intelligence (cognition) to the radio 
[5]. In this chapter, we will discuss the hardware SDR unit and, more specifically, the 
spectrum-sensing receiver front end of the SDR.

The CR concept has been based on the use of dynamic spectrum access [6,7]. 
Dynamic spectrum access relies on dynamic spectrum monitoring using a spectrum 
sensor. Combined with spatial and temporal information, it can be used to perform 
dynamic spatial [8] or spatiospectral beamforming [9] to exploit temporal, spatial, 
and spectral degrees of freedom. In this chapter, we focus on the spectrum-sensing 
aspect of the CR.

Among other features, this continuous frequency monitoring makes the CR 
unique in its hardware. From the perspective of the hardware design, the spectrum 
sensor remains a challenging aspect of CR design. Even for narrowband (small 
 frequency range, <100  MHz) spectrum sensors, limiting the power consumption 
is a challenge. The CR spectrum sensor needs to detect signals at all frequencies 
of  interest  instantaneously. In addition, very high detection sensitivity is desired 
(perhaps 100 times better than a conventional narrowband radio) to overcome the 
hidden- terminal problem, shadowing, channel fading, multipath, etc., lest it causes 
interference to other users due to incorrect sensing [6].

In this chapter, we discuss the suitability of passive switched capacitor  signal 
 processing techniques for spectrum-sensing applications. We present various  techniques 
in passive switched capacitors that allow them to be used in high-speed, low-power RF 
applications. As an example, we present a prototype passive charge-based FFT design, 
first presented in Ref. [10], which can instantaneously analyze wideband signals (5 GHz 
bandwidth) with very low power consumption using these techniques.

5.2 REVIEW OF SDR SPECTRUM SENSORS

The architecture design for the SDR analog/RF is significantly different from that 
of traditional narrowband radios. In the original software radio proposal by Joseph 
Mitola in 1992 [4], he envisioned an architecture that digitized the RF bandwidth (no 
downconversion) and performed spectrum analysis and demodulation in the digital 
domain. While providing the maximum amount of flexibility through increased soft-
ware capability in the digital domain, this architecture imposes impractical require-
ments on the analog-to-digital and digital-to-analog converters. For example, as 
discussed in Ref. [11], a 12 GHz, 12-bit analog-to-digital converter (ADC) that might 
be used for this purpose would dissipate 500 W of power! As a result, the ideal goal 
of being able to communicate at any desirable frequency, bandwidth, modulation, 
and data rate by simply digitizing the input and invoking the appropriate software 
remains far from realizable.

Subsequent proposals for spectrum-sensing architectures can be divided into two 
fundamental categories: a scanner type and a wide bandwidth instantaneous digi-
tizer type.
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5.2.1 scanneR aRchitectuRe

In this scheme, a narrowband, wide-tuning receiver scans and digitizes the entire 
bandwidth (similar to a benchtop spectrum analyzer) for analysis. The digital back 
end processes each band sequentially and stitches the frequency domain outputs 
to obtain a spectral map of the environment. A sample architecture is shown in 
Figure 5.2. Note, however, that in order to overcome issues such as multipath, fading, 
hidden nodes, and interference problems [6,12], the sensitivity and dynamic range 
requirements of the architecture are more challenging than a traditional communica-
tions receiver. Moreover, sensing may be a blind detection problem, as opposed to 
traditional reception where a priori knowledge of the transmitted signal is available.

Although the scanning architecture is able to reuse some features of a traditional 
receiver architecture, this detection technique suffers from multiple shortcomings. These 
systems lack the agility to be able to detect any fast-hopping signals. Frequency domain 
stitching is power hungry in the digital domain due to the need to correct for phase 
distortion introduced by the analog filters. Moreover, stitching the frequency domain 
information from several scans is imperfect in the face of multipath; consequently, sig-
nals spanning across multiple scan bandwidths are imperfectly reconstructed. Due to 
these and other reasons, it is desirable to construct a real-time instantaneous bandwidth 
digitizer (similar to J. Mitola’s original software radio idea) in the spectrum sensor.

5.2.2 wiDebanD DigitizeR aRchitectuRe

Unlike the scanning-type architecture, a wide instantaneous band digitizer is expected 
to digitize the entire RF bandwidth simultaneously. Understandably, the wideband digi-
tizer has widely been considered as the bottleneck to the realization of the SDR-based 
CR. A number of efforts in recent years have focused on wider bandwidths, broadband 
matching, higher front-end linearity, and, most importantly, wideband ADCs.
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FIGURE 5.2 A narrowband, wide-tuning scanning approach for signal sensing. (From 
Sadhu, B. et al., Hindawi Int. J. Antennas Propag., 2014.)



121Analog Signal Processing for Reconfigurable Receiver Front Ends

Several architectures have been proposed for the RF front end. Of these, the 
most popular is the extension of the traditional receiver architecture as shown in 
Figure 5.3 effectively performing an RF to digital conversion (R-to-D). Typically, the 
front end also requires a wideband low-noise amplifier (LNA) prior to the digitizer 
(not shown). Moreover, the front end needs to handle a very large dynamic range 
due to the generally large peak-to-average power ratio (PAPR) of wideband signals. 
The increase in PAPR for wide bandwidths is described in Figure 5.4. As shown, the 
PAPR for the narrowband signals is only 2, while that for the wideband signal (five 
times the bandwidth) with multiple signals, all having similar powers, is 10. As a 
result of the large PAPR of the wideband inputs, a very linear front end is required. 
The linearity requirements of the LNA have been addressed in Ref. [13–15]. Another 
approach using a low-noise transconductance amplifier (LNTA) followed by mixers 
is discussed in Ref. [16]. Moreover, passive mixer-first topologies have been pro-
posed for high IIP3 performance [17].
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FIGURE 5.3 A wideband R-to-D architecture for spectrum sensing. (From Sadhu, B. et al., 
Hindawi Int. J. Antennas Propag., 2014.)
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The digitizer block shown in the figure is essentially an ADC with performance 
specifications beyond the capability of state-of-the-art converters. This wideband 
digitizer can be implemented in multiple ways, all based on some forms of multi-
plexing in order to ease the requirements on the ADCs. A multiplexed broadband 
approach using time-interleaving as shown in Figure 5.5 was proposed in Ref. [18]. 
This scheme reduces the sampling rate of ADCs. However, all the ADCs still see the 
full bandwidth and, therefore, still require high dynamic range capability.

In order to reduce the dynamic range requirements on the ADCs, the signal can be 
transformed to a different domain prior to digitization [19]. Specifically, a  frequency 
domain transform is particularly attractive [20]. A frequency domain transform can 
be approximated in practice using band-pass filters for channelization, as proposed in 
Ref. [21]. This reduces the dynamic range requirements of the ADCs but introduces 
the problem of designing impractically sharp band-pass filters. In Ref. [22], replac-
ing sharp band-pass filters by frequency downconverters followed by sharp low-pass 
filters eliminates this problem as shown in Figure 5.6. However, these are based on 
PLLs, mixers and low-pass filters [23], or on injection-locked oscillators [24]* and 
can be power hungry. Moreover, harmonic mixing of signals within the SDR input 
bandwidth severely corrupts the channelized baseband signals. Additionally, due to 
overlap between bands and phase issues, signal reconstruction from the digitized 
filter-bank outputs is challenging.

* Note that injection-locked oscillators have the advantage of a larger noise suppression bandwidth 
(≈lock range) [25] and provide better reciprocal mixing robustness compared to PLLs (assuming the 
reference phase noise is better than the VCO phase noise).
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In this chapter, we propose a digitizer approach based on analog signal process-
ing, using passive switched capacitors to condition the signal prior to digitization by 
ADCs (Figure 5.7). The RF discrete time (DT) signal processing, as shown in the 
second block in Figure 5.7, eases the dynamic range requirements on the ADCs by 
prefiltering the signal.

For RF-sampled processors, an RF sampler has historically been an inherent bot-
tleneck. However, with the scaling of technology and subsequent improvements in 
switch performance, RF sampling has become feasible in modern silicon processes. 
Moreover, it is possible to use charge domain sampling to leverage the inherent bene-
fits of including a built-in antialias filter into the sampler [26], robustness to jitter [27], 
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FIGURE 5.7 An envisioned SDR architecture enabled by passive analog signal processing. 
(From Sadhu, B. et al., Hindawi Int. J. Antennas Propag., 2014.)
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and the ability to vary the resulting filter notches by simply varying the integration 
period [27–31]. This use of RF samplers and subsequent DT processing provide a 
number of advantages in deep submicron CMOS processes [32]. Recently, other DT 
radio receivers using RF sampling have been demonstrated using CMOS technology 
for Bluetooth [33], GSM/GPRS [34], WLAN [35], and SDR-type applications [11,36].

5.3 PASSIVE ANALOG SIGNAL PROCESSING

In this section, we show how signal sampling and variable-rate analog signal processing 
can be performed in the charge domain for spectrum-sensing applications. Many of the 
benefits of the DT FFT architecture are based on the use of passive DT charge-based 
computations. This is best illustrated with the help of an example design. The passive 
switched capacitor shown in Figure 5.8 is able to operate at RF sampling speeds [28–31].

In this circuit, the input signal is sampled progressively in time (φ1 − φn). After N clock 
periods, the averaged output is sampled onto the capacitor Cs, which has previously been 
discharged. The complete circuit implements an N-tap finite impulse response (FIR) filter 
that is decimated by N. Interestingly, if the capacitor Cs is not discharged between each 
rotation, then the circuit implements an N-tap FIR filter combined with a first-order IIR 
filter that is decimated by N. Note there is no active element (i.e., amplifier) in this circuit. 
The circuit consists only of switches and capacitors, so the maximum sampling rate is only 
dependent on the RC settling times. Additionally, the only power dissipation, other than 
that required for sampling the signal from the input, is due to the charging and discharg-
ing of the switch-transistor gate capacitors in a very digital-like way. As a result, a variety 
of functions on the sampled signal can be computed very fast and using minimal power.

5.3.1 Passive coMPutations

For performing any linear function, addition and multiplication operations need to 
be performed. Note that all passive switched capacitor operations are destructive 
in nature. Therefore, once an operation is performed, the input values are lost. For 
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FIGURE 5.8 Switched capacitor implementation of a passive N-tap FIR with a decimation 
by N. (From Sadhu, B. et al., Hindawi Int. J. Antennas Propag., 2014.)
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performing multiple operations on a single input, multiple copies of the input need 
to be maintained. Here, we present techniques to perform these operations using 
passive switched capacitor circuits. In order to select a suitable technique for imple-
mentation, it is necessary to compare these techniques based on their robustness to 
nonidealities, ease of implementation, power consumption, speed, etc.

5.3.1.1 Addition Operation
 1. Parallel connection: Using passive switched capacitors, voltages may be 

added by sharing the charges on two participating capacitors by connect-
ing them in parallel as shown in Figure 5.9. The result of this operation (for 
capacitors with equal capacitances) is the average value (V1 + V2)/2 of the 
input voltages V1 and V2, which is a scaled version of their sum operation. 
Also note that two copies of the output are obtained, and these can be used 
for two subsequent independent operations as desired. However, the opera-
tion inherently attenuates the output by half. From an implementation per-
spective, use of parallel capacitors allows the sharing of one plate (ground 
plate) for all the capacitors. This can greatly reduce the parasitic capacitance 
and resistance of the capacitor and the area of the overall implementation.

 2. Series connection: An alternative technique is to connect the capacitors in 
series. The result of this operation is the sum (V1 + V2) of the input voltages 
V1 and V2. In this scheme, it is possible to use slightly delayed clock phases 
for the top and bottom plate switches in order to make the charge injec-
tion independent of the input voltage [37]. However, in the latter technique, 
switches are required both on the top and bottom plate, thereby increasing 
the power consumption in this circuit. The two switches placed in series 
halve the speed of this circuit for identical switch sizes. Moreover, only one 
output (which can be used for exactly one subsequent operation) is obtained. 
Also, both the top and bottom plate parasitics are problematic.

5.3.1.2 Multiplication
 1. Charge stealing: Multiplication in the charge domain can be performed 

by scaling the voltage on a capacitor using a share operation with another 
known capacitor (stealing capacitor). The charge on the stealing capacitor 
is not utilized later. The overall operation causes a subunity scaling on the 
original value. The scaling factor for a capacitor of value C and a stealing 
capacitor of value Cs is given by m = C/(C + Cs).

V1 V2 V0

C C CsC

Φ Φ

(a) (b)

FIGURE 5.9 Techniques for charge domain addition and multiplication operations. (a) Add 
(share). (b) Multiply (steal). (From Sadhu, B. et al., Hindawi Int. J. Antennas Propag., 2014.)
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  Figure 5.9b shows a scaling operation using a stealing capacitor of size Cs 
with no initial voltage on it. After the sharing operation, the final value on 
the capacitor with initial value V0 becomes V0 C/(C + Cs). Cs can be chosen 
appropriately to obtain a particular scaling factor. Note that although this 
technique is capable of performing both subunity scaling and multiplication 
with a known attenuation, at least one of the operands needs to be known in 
advance for this implementation. In case voltage-dependent variable capac-
itors (i.e., capacitor DACs) are utilized, dynamic operands can also be used.

 2. Pulse-width modulation (PWM): Another technique to perform multiplica-
tion using passive switched capacitors is to modulate the turn on time of 
the switch and perform an incomplete share operation with a fixed stealing 
capacitor. The duration of the operation determines the multiplication fac-
tor. It is possible to multiply two unknown operands using this technique. 
Unfortunately, considering the nonlinearity in the resistance and the share 
operation, the errors caused by this technique make it unusable. However, 
the concept can be used to devise another PWM scheme, which allows 
complete settling, thereby making it more reliable. In this modified tech-
nique, the switch can be turned on using a sequence of randomly placed 
pulses and sharing the capacitor charge using a small stealing capacitor for 
each clock cycle. The stealing capacitor is discharged at the end of each 
cycle. Complete settling is allowed in each cycle. The total number of on-
pulses determines the amount of scaling. Maximum scaling is obtained 
when all the clock cycles have on-pulses, while no scaling is obtained when 
all the clock cycles have off-pulses. Although this technique is relatively 
accurate, and is able to handle dynamic operands, it is slow and consumes 
more power than the charge-stealing technique. Also, depending on the 
accuracy required, the attenuation is considerable.

 3. Current domain: If the charge is converted to the current domain, a single, 
variable-duration PWM scheme can be used to perform multiplication. 
Also, multiplication would not entail an inherent attenuation. However, 
the technique is very power hungry, and the accuracy of the transconduc-
tance amplifier that translates from charge to current domain needs to be 
very high.

Due to their low-power, high-speed characteristics, we have focused on 
the parallel connection scheme for addition and the charge-stealing scheme 
for multiplications in our designs. For many relevant linear algebra prob-
lems, multiplication using fixed coefficients is sufficient, and this technique 
lends itself easily to such applications.

5.3.2 switching scheMes

To implement these addition and multiplication schemes, a variety of switched 
capacitor topologies can be used. Note that complex multiplication can be performed 
using a combination of scalar multiplication operations as discussed in Ref. [38]. In 
this subsection, we discuss the various topologies and their trade-offs. For the addi-
tion operation, two capacitors can be shared as shown in Figure 5.9a and represented 
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by Figure 5.10a. We can combine a share followed by scaling into a single opera-
tion by connecting three capacitors (two with input samples and one empty) and 
sharing their charges. This can be performed in different ways using two or three 
switches as shown in Figure 5.10b–d. It can be shown that three appropriately sized 
switches in the scheme of Figure 5.10d minimize the settling error [4]. Multiplication 
by a factor c + c j is a special case scaling operation that can be performed using a 
single step operation [4]. Depending on the normalization of the scaling factor, this 
may be performed using four capacitors (Figure 5.10e–h), or using five capacitors 
(Figure 5.10i–l). Moreover, in the case of four input operations (radix-4 operations), 
these schemes (Figure 5.10e–l) are useful.

While many schemes (Figure 5.10a,b,d,e,h,i,l) ensure settling symmetry, oth-
ers (Figure 5.10c,f,g,j,k) use fewer switches for lower power at the expense of set-
tling performance and mismatch. Some variants (Figure 5.10d,h,l with equal size 
switches) provide both settling speed and symmetry at the cost of larger power. 
When the switches between the operand capacitors are sized differently from those 
connecting to the stealing capacitor, in (d) and (l), these same configurations can be 
optimized for an enhanced settling-per-power performance. Finally, when compar-
ing the different schemes with their appropriate switch sizes, different trade-offs 
with regard to charge injection, clock feedthrough error, etc., should be considered.

For our design, we chose to use (a) and (d) to perform radix-2 scalar opera-
tions, while complex operations are performed by cascading to sets of operations. 

(a) (b) (c) (d)

(e)

(i)

(f) (g) (h)

(j) (k) (l)

Legend Connection node

Operand or
stealing cap

FIGURE 5.10 Different switching topologies for charge domain operations. (a) Two capacitor 
sharing. (b, c, d) Share and scale with 3 capacitors and 2 or 3 switches. (e, f, g, h) Multiplication 
by (c + c . j) using 4 capacitors. (i, j, k, l) Multiplication by (c + c . j) using 5 capacitors. (e, f, g, h, i, j, 
k, l) 4 input radix-4 operations. (From Sadhu, B. et al., Hindawi Int. J. Antennas Propag., 2014.)
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Configurations (h) and (l) were used to perform single-phase complex multiplica-
tions in special cases. In the case of (d) and (l), optimized switch sizing was used 
to mitigate their extra power demands while still realizing their enhanced settling 
performance for a net settling-per-power gain versus (b,c) and (i–k), respectively.

5.3.3 noniDealities

Several nonidealities haunt passive switched capacitor circuits. The problem of noni-
dealities is aggravated by the absence of a virtual ground node unlike in op-amp-
based active switched capacitor circuits. The effect of sampling clock jitter in passive 
switched capacitor circuits has been analyzed [27]. Two important nonidealities, clock 
feedthrough and charge injection, become a nuisance in the absence of a virtual ground 
node. Consequently, traditional circuit techniques such as bottom plate sampling are dif-
ficult to implement. Also, poor matching between nMOS and pMOS switches, and the 
reducing difference between Vdd and Vth in scaled technologies, makes the use of trans-
mission gate switches less effective for mitigating these nonidealities. The noise in the 
system is dominated by the kT/C noise of the RC filter formed by the switch–capacitor 
combination. Moreover, for a multistage switched capacitor operation, the sampled 
noise voltages from one stage recombine in the later stages. These combining noise 
samples in a particular stage are correlated, and therefore, the final noise becomes a 
complicated function of the noise sampled at each stage of the switched capacitor opera-
tion. The switch resistance (along with the capacitance of the capacitor) determines the 
settling time constant. However, the switch resistance is inherently nonlinear and input 
signal dependent. Consequently, in the case of high speeds of operation, incomplete set-
tling can cause significant signal-dependent errors in computations.

Since switched capacitor circuits utilize a clock signal, the accuracy of the clock 
is critical to performance. Specifically, jitters in clocks reduce the accuracy of the 
switched capacitor computations by translating timing uncertainty to charge and 
voltage uncertainty. Fortunately, new techniques based on transconductance linear-
ization can be used to achieve low-phase noise clocks in SiGe bipolar [39] and even 
in scaled CMOS circuits [40]. For increased frequency flexibility, highly optimized 
switched inductor- [41] and switched capacitor-based [42] LC VCOs can be utilized to 
obtain a wide range of frequencies without sacrificing noise performance. Moreover, 
on-chip self-healing techniques [43] utilizing a digital back end can be used for heal-
ing the switched capacitor circuits as well as improving the clock jitter [44].

For high-speed designs, it is necessary to accurately model these nonidealities 
in the circuit simulator. It is also useful to have the ability to individually turn off 
these nonidealities to trace the effect of each nonideality on the output error. For our 
designs, we model the nonidealities in MATLAB® and include them in system level 
simulations using MATLAB or Simulink® [4]. This allows us to effectively capture 
the nonidealities and optimize the designs in their presence.

5.4 ANALOG DOMAIN FFT

In this section, we discuss an RF sampler followed by a DT Fourier transform engine 
to perform channelization of the wideband RF input. The use of RF samplers and 
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subsequent DT processing, prior to digitization, provides a number of advantages in 
deep submicron CMOS processes including high linearity, programmability, large 
bandwidth, robustness to jammers, immunity to clock jitter, and low-power ADCs 
[32,45,46]. Recently, DT radio receivers using RF sampling have been demonstrated 
using CMOS technology for Bluetooth [33], GSM/GPRS [34], WLAN [35,47], and 
SDR-type applications [11,36].

In this technique, the DT DFT is used as a functionally equivalent linear phase 
N-path filter to perform channelization [48]. The output of each bin is effectively 
filtered using frequency-shifted complex sinc filters, followed by downconversion. 
This is exactly equivalent to a mixer followed by a low-pass filter scheme [48]. 
This scheme reduces both the speed and dynamic range of the ADCs and, by vir-
tue of being linear phase, allows for simple reconstruction in the digital domain 
using an IFFT without any loss of information. A few current-based analog DFT 
filters have been designed [49,50]. However, these designs are speed limited and 
consume significant power (Table 5.3), minimizing the overall gains. Additionally, 
they use active devices for signal processing and are therefore expected to be more 
nonlinear at high operating speeds. In this work, we describe the design of a 
charge domain DFT filter, the charge re-use analog Fourier transform (CRAFT), 
based on passive switched capacitors. It performs an analog domain 16-point DFT 
running at input rates as high as 5 GS/s and uses only 3.8 mW, or 12.2 pJ per 
16-point DFT conversion. By virtue of its I/Q input processing capability, it is 
able to transform a 5 GHz asymmetrically modulated bandwidth instantaneously. 
The design was first presented in Ref. [10]; this chapter includes further details 
of the implementation, modeling, and mitigation of nonidealities and additional 
measurements.

Figure 5.11 shows a sample architecture with a CRAFT RF front end. We will 
show that this architecture reduces both the ADC speed (by N) and the required 
ADC dynamic range by removing out-of-band signals per ADC, at a negligible 
power overhead. The impact of the CRAFT front end on the ADC input band-
width and dynamic range for well-spread signals is shown in Figure 5.12 where the 
expected ADC requirements for a 5 GS/s input are plotted among measured ADC 
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implementations [51]. As seen in Figure 5.12, the CRAFT front end reduces the 
required speed of each ADC as well as their input dynamic range through channel-
ization. This brings the ADC requirements from being infeasible (top right corner) 
toward being achievable (bottom left half), thereby solving the critical wideband 
digitizing problem in SDRs. In contrast, a time-interleaved ADC approach only 
reduces the speed requirement of each ADC without reducing the dynamic range 
as shown by the vertical arrow in Figure 5.12; consequently, the total ADC power 
remains approximately unchanged.

5.5 CRAFT DESIGN CONCEPT

CRAFT operations are based on charge reuse. Once sampled, the charge on a capaci-
tor is shared and reshared with other charge samples such that the resulting math-
ematical manipulation is an in-place DFT. By basing the design only on toggling 
switches (transistor gates), low power and high speeds are made feasible. Additionally, 
the power scales with frequency, supply, and technology in a digital-like fashion.

A radix-2 FFT algorithm was used in CRAFT. The FFT computation uses only 
two types of operations: addition and multiplication by twiddle factors. Note that 
these twiddle factors W = e−(2πj/16) are equispaced points on a unit circle in the complex 
plane. As a result, for these scaling factors, Wk, ℜ ≤ ∀{ } ,W kk 1 , and ℑ ≤ ∀{ } , .W kk 1  
Since passive computations inherently attenuate the signal, these operations are par-
ticularly suited for subunity scaling.

To perform the CRAFT operations, the following charge domain computations 
are used. Addition is performed by sharing the charges on two capacitors as shown 
in Figure 5.9a. Subunity multiplication is performed by stealing charge away from a 
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FIGURE 5.12 Feasibility of ADCs versus FFT size of the CRAFT front end. (From 
Sadhu, B. et al., Hindawi Int. J. Antennas Propag., 2014.)
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capacitor using a suitably sized stealing capacitor (Cs) as shown in Figure 5.9b. These 
two simple operations form the basis of all operations performed in CRAFT.

The 16-point, radix-2 CRAFT operation can be represented as a linear matrix 
transform*:

 X Fx=    (5.1)

These operations are utilized in the CRAFT processor as shown in Figure 5.13. 
Row 1 shows the share operation. Subsequent subunity twiddle factor multiplica-
tion, if required, is performed by charge stealing as shown in row 2: share and 
multiply operation in Figure 5.13. Negation is performed by swapping the positive 
and negative wires as shown in row 3, while multiplication by j �= −1 is performed 
by swapping the appropriate wires of the real and imaginary components as shown 
in row 4 of Figure 5.13. These techniques are extended to perform complex multi-
plication, as shown in row 5. A sample butterfly operation using multiple complex 
multiplications is also shown in row 6. Note that each butterfly operation requires 

* Note that any linear transform with a fixed matrix can be performed using the addition and multiplica-
tion techniques outlined earlier. Due to the inherent attenuation in charge domain operations, the result 
is a scaled version of the desired transform.
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two clock phases. However, in the CRAFT engine, we optimize the operations 
such that only 5, instead of 8, clock phases are utilized for the four butterfly stages. 
The optimized butterfly blocks are then used to construct the 16-point CRAFT 
engine shown in Figure 5.14.

The in-place CRAFT computations are destructive; therefore, multiple copies 
of each value are required for multiple operations. Since a radix-2 FFT algorithm 
performs the DFT with a minimum number of operations per operand (less copies 
required), it is selected for CRAFT.

Conceptually, the FFT is computed as follows: The input signal is sampled onto 
capacitors. Since each input is operated on twice in an FFT butterfly, and twice for 
complex operations, four copies of each sample are required. Also, considering I, 
Q (=2), and differential (=2) inputs, the 16-point FFT requires 16 × 2 (complex 
math) × 2 (butterfly branches) × 2 (I, Q) × 2 (differential) = 256 sampling capaci-
tors. Details on the CRAFT implementation can be found in Ref. [4].
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5.6 CIRCUIT NONIDEALITIES AND MITIGATION

As expected, the design relies heavily on digital state machines. Also, the design’s 
regularity and complexity approach that of digital designs. However, despite these 
similarities, the CRAFT engine remains vulnerable to analog circuit nonideali-
ties including noise, matching, and nonlinearity. Consequently, accurate modeling 
of nonidealities is critical. Switched capacitor circuit noise, charge injection, and 
charge accumulation were not adequately modeled in the Spectre models avail-
able. Moreover, in order to isolate the impact of individual nonidealities per stage, it 
was necessary to enable/disable them independently in simulation. For this design, 
CRAFT-specific models of dominant nonidealities were developed in MATLAB. 
Each nonideality is modeled as an independent error source that can be enabled in 
simulation to isolate the impact of each error source.

The different operations in CRAFT can be divided into the initial sampling phase 
and the subsequent processing phases. In this section, the effect of noise on the sampler 
as well as the core is discussed. This is followed by a discussion on incomplete settling 
due to the high speed of operation. Other nonlinearities such as clock feedthrough and 
charge injection are also modeled and mitigated [52] using techniques outlined in Ref. 
[51,53,54] but have been omitted from this discussion in the interest of space.

5.6.1 noise

5.6.1.1 Sampling Noise
Motivation: During a voltage sampling operation, noise presents itself as a final-value 
disturbance with a power kT/C. In this design, 4 × 2 capacitors, 200 f F each, are 
used to sample four copies of each input pseudodifferentially. The full-scale input is 

Vpp,diff = 1.2V. This sampler yields a sampled noise voltage of V V Vn rms n rms, ,
2 144= = μ  

on each of the four single-ended copies (–63.4 dBFS). As the noise is uncorrelated, 
averaging these copies at the output and forming a differential output give a total 

noise of V Vn rms, = ⋅ ⋅ =144 1
4

2 102μ  (–72.4 dBc) for a full-scale 1-tone input.

Modeling: Sampling noise effects are included in our MATLAB system simula-
tion model. After sampling, a Gaussian random variable with σ = =V k Cn rms, T/  is 
added to each capacitor’s final value.

Mitigation: The sampling capacitor size sets both the sampler’s noise as well as the base-
line for the processing noise because the same capacitors are used for computations. The 
capacitor size is selected to be 200 f F based on the simulated total output-referred noise.

5.6.1.2 Processing Noise
Motivation: Similar to the sampling operation, noise from the CRAFT core switches 
corrupts the computations. At the end of every share operation, kT/C noise power 
is added to each output copy. Interestingly, this instantaneous sampled noise on the 
two capacitors arising from a single switch is completely correlated (equal magni-
tude, opposite signs). Similarly, the noise sampled on the capacitors during a share 
and multiply operation arises from the same switches and is therefore partially 
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correlated. Also, any noise in the input operands (e.g., from the previous stage of 
operations) is averaged during an operation.

Modeling: For modeling, Gaussian random variables are used that are distributed 
in magnitude and sign on the output copies in exactly the manner the noise-transfer 
functions dictate for both reset and processing operations. This generates the proper 
noise correlation that, averaged over multiple simulations, provides the expected 
output-referred noise power.

Mitigation: Noise in the later stages of the CRAFT engine is reduced due to copy 
averaging among four copies of each output to reduce the noise power by 4. Moreover, 
correlation ρ among copies is exploited for noise reduction by averaging before the 
latching operation.

5.6.1.3 Total Output Noise
The noise contribution of each stage is computed analytically and tabulated in 
Table 5.1. The attenuation (Av,out) reduces the output-referred noise by Av out,

2 . The 
single-ended, copy-averaged noise, including the residual noise from the stealing 
capacitor reset operation, is computed as shown in the last column, yielding a total 
output-referred noise of 0.30·kT/C (−63.3 dBFS per differential ℜ, ℑ output for a 
noise EVM of −61.3 dBFS).

5.6.2 incoMPlete settling

Motivation: For an RF DT signal processor, very high speeds are mandated. Increasing 
the switch size to allow better settling not only increases the power consumption 

TABLE 5.1
Summary of Noise Contribution in CRAFT

Stage Noise Sources Vn
2  per 

Copy 
Av,out ρout P V An out n v out out, , ( )=

⎛

⎝
⎜

⎞

⎠
⎟ ⋅ ⋅ ⋅ +

1
4

12 2 ρ  

Sampler (4-Copy)
1 000. ⋅

k
C
T

 

0.38 0 0 0366. ⋅
k
C
T

1 2 pt. share 0 500. ⋅
k
C
T 0.38 0 0 0183. ⋅

k
C
T

2 2 pt. sh./scale (m = 0.707) 0 750. ⋅
k
C
T 0.54 0 0 0549. ⋅

k
C
T

3 2 pt. sh./scale (m = 0.541) 0 854. ⋅
k
C
T 1 −0.11

0 1899. ⋅
k
C
T

4 2 pt. share 0 500. ⋅
k
C
T 1 −1 0

Total output noise 0 2997. ⋅
k
C
T

Source: Sadhu, B. et al., Hindawi Int. J. Antennas Propag., 2014.
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but also causes larger charge injection and clock feedthrough errors. For example, in 
CRAFT, stages 1–4 have average simulated settling time to time constant ratios of 
ΓS1 = 7, ΓS2 = 4, ΓS3 = 5, and ΓS4 = 4, respectively [55]. For the modeling and mitigation 
sections, first, a single-ended settling scenario is considered. This is then extended to 
the pseudodifferential operation in CRAFT.

Modeling:
 1. Single-ended settling: A two-point share and multiply operation, as shown 

in Figure 5.13, has the settling response of Equation 5.2. The input capaci-
tors (C), with initial voltages va0 and vb0, are connected to the stealing 
capacitor (Cs, with no initial voltage: vs0 = 0) by switches of resistance Rsw, 
where the scaling factor m = 2/(2 + Cs/C). Therefore,
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 (5.2)

The difference and sum-settling time constants, τd and τs, respectively, are

 τ τd sw s sw s swR C R C C R C m= = ⋅ = ⋅ −( ) ( ) /2 1

 2. Pseudodifferential settling: Pseudodifferential operands are described by 
the relationships in the following, where V+ and V− represent the positive and 
negative components of the operand and are stored on separate capacitors:

 V t V t V t V t V t V tA a a B b b( ) ( ) ( ) ( ) ( ) ( )= − = −+ − + −  (5.3)

The time-domain settling response of these pseudodifferential operands is shown in 
Figure 5.15 for m = 1 (sharing operation). In general, for a share and multiply opera-

tion, using m m m e t sʹ = + ( ) −( )⎡
⎣

⎤
⎦

−1 1 1/ /τ  and  = −( ) −1
2 0 0v v ea b
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Mitigation:
 1. Single-ended settling: The settling accuracy can be improved using a third 

switch (Rsw,3) for the share and multiply operation. This improves the dif-
ferential settling error by providing an alternate settling path. Note that the 
widths of the main sharing switches (having a resistance, Rsw) effectively 
occur in series for the differential settling equation. As a result, increasing 
the third switch width (having a resistance, Rsw,3) improves the differential 
settling with twice the power efficiency as compared to increasing the main 
switch width: ʹ = ( ) ⋅τd sw swR R C2 2 , ( ).3 /

 2. Pseudodifferential settling: Considering the pseudodifferential settling 
expressions under small operand swings, a method for RC settling error 
cancellation (RCX) is developed. Recognizing that Va− and Vb− settle to the 
same value but have ε error of opposite sign, they can be interchanged to 
form the new differential operands as follows (compare with Equation 5.3):

 V t V t V t V t V t V tA RCX a b B RCX b a, ,( ) ( ) ( ) ( ) ( ) ( )= − = −+ − + −

This is implemented using only wire swapping as shown in Figure 5.15, greatly reduc-
ing differential settling error. While the pseudodifferential inputs (+,−) to the operation 
are ( , )V Va a

+ −  and ( , )V Vb b
+ − , the capacitors holding the output results (two copies) are 

V
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+(t)

Vb
+(t)V A
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FIGURE 5.15 Reduction in differential settling error using RCX (m = 1). (From Sadhu, B. 
et al., Hindawi Int. J. Antennas Propag., 2014.)
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V Va b
+ −( ),  and V Vb a

+ −( ), . This changes the e et td d− −
+ −

+( )/ /τ τ  term in εd to e et td d− −
+ −

−( )/ / ,τ τ  

allowing the differential settling error to be canceled when τ τd d
+ −≈ . Also,
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shows that RCX always yields a net improvement in intercopy error and is used in 
all the CRAFT butterflies. Simulations show a net improvement of about 10 dB 
in the FFT settling error. It is important to understand that the intercopy error is 
not actually being canceled; it is just partially translated into a common-mode 
component. The common-mode rejection of the stages that follow rejects this 
settling error.

Note that the switch resistance is voltage dependent causing a spread in the real-
ized time constants. Consequently, effective time constants based on simulations are 
calculated and utilized in the incomplete settling and RCX equations to ensure our 
computation accuracy requirements.

5.7 MEASUREMENT RESULTS

The design has been implemented in the IBM 65 nm CMOS process. Measurement 
results are shown in Figures 5.17 through 5.19a. The measurements shown are after 
calibration to compensate for systematic offsets due to parasitics. The calibration 
process used is detailed in the following.

5.7.1 calibRation

The accuracy of the CRAFT operations is dependent on the matching between the 
capacitors used to realize it. Any systematic mismatch between the capacitors causes 
computation errors that reduce the dynamic range of the system. However, since 
these errors are systematic, and input independent, it is possible to calibrate for them 
in the digital domain. For measurements, a simple calibration technique can be used 
and is described as follows.

First, the nonidealities in the CRAFT operation are represented using a modified 
FFT matrix, F′, which includes the effects of mismatch and represents the nonideal 
CRAFT operation. The resultant outputs are represented by X′:X′ = (1/k)  F′x. A 
calibration scheme is constructed by observing that the FFT matrix F comprises 
256 elements. Consequently, a set of 16 mutually independent inputs, vectors xi with 
entries xi(t), constitutes 256 independent equations. Using the measured results X′i, 
with entries X′i(n), the nonideal F′ matrix can be determined.

For convenience, we generate 16 orthogonal inputs comprising 16 separate 1-tone 
signals, each centered on a bin i. Note that in an on-chip implementation, perfect 
tones are not easily available. However, preloaded samples of linearly independent 
(not necessarily orthogonal) inputs that require a low-resolution DAC can be used 
instead to provide a similar calibration accuracy.
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After determining an estimate of F′, a one-time correction matrix H  is computed:

 ʹ = ʹ ⇒ = = ʹ− ʹ − −F X x H F F Fx X1� � � � �( ) ( )1 1

where
x is the calibration input
X′ is the calibration output

All subsequent measurements across different magnitude and frequency inputs are 
then corrected by applying H  to ʹ⇒ ʹ ʹX X Fx HF x HX�    = = = .

5.7.2 test setuP

The test setup is shown in Figure 5.16. I and Q inputs are generated using the 
Tektronix AWG-7122B arbitrary waveform generator and input to the CRAFT 
engine using 50 Ω terminated probe pads, which feed the sampler array. The latched 
outputs are externally buffered and captured by external ADCs controlled by an 
FPGA (NI-7811R) programmed using LabVIEW®.

Note that the CRAFT processor runs at an input/output rate of 5 GS/s per I 
and Q channel. Additionally, the outputs are analog values. Due to the very high 
speed of operation, and the limitations in the number of I/O pins, the outputs are 
first latched using the OTA-based analog latches and multiplexed out at a slower 
rate limited to 40 MS/s. The CRAFT speed is not compromised due to the out-
put readout limitation. This output multiplexing and readout is controlled by an 
FPGA (NI-7811R) programmed using LabVIEW®. The outputs are first buffered, 
then digitized by external ADCs, and finally captured by the FPGA. Using this 
scheme, RF inputs that are synchronous as well as asynchronous to the clock can 
be captured and phase aligned. The latter is particularly important to emulate 
practical scenarios.
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FIGURE 5.16 Test setup for the CRAFT processor (on and off chip). (From Sadhu, B. et al., 
Hindawi Int. J. Antennas Propag., 2014.)
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5.7.3 on-bin 1-tone MeasuReMents

Figure 5.17 shows the CRAFT output magnitudes ℜ +ℑ2 2  with a 312.5 MHz = 
5 GHz/16 1-tone input at 5 GS/s. Curve I shows the measured uncalibrated out-
put magnitude across 16 bins. Curve II in Figure 5.17 shows the calibrated plot 
depicting the circuit noise floor (including the integrated noise of the analog 
latches) at −46 dB. To explore the nonlinearity floor, a synchronous average over 
500 measurements is used. The resultant Curve III shows the nonlinearity floor 
with 43 dB SFDR* and 48 dB SNDR.† Note that the SNDR and SFDR also sig-
nify the out-of-band rejection of the FFT as a filter. The nonlinearity predicted 
by simulations of the stand-alone CRAFT engine is shown in Curve IV. Note that 
Curve III not only includes the nonidealities in CRAFT but, unlike Curve IV, 
also includes the nonidealities of the 8-bit resolution AWG inputs, the sampler, 
and systematic and random sampling jitter. Unfortunately, despite the use of 

* SFDR for a 1-tone test is calculated as the difference between a full-scale on-bin signal and the largest 
off-bin output.

†
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state-of-the-art test equipment, the limitations in the input and output test setup 
severely limit the observable nonidealities in CRAFT.

5.7.3.1 SNDR Variation
One-tone measurements for all bins were performed as shown in Figure 5.18a; the 
resulting SNDR at 1, 3, and 5 GS/s for a 1-tone input frequency placed at different 
bins is shown in Figure 5.18b. The average SNDR across bins is ≈50 dB at 1 and 
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3 GHz and degrades to 47 dB at 5 GHz; SNDR better than 45 dB is maintained 
across all frequencies. The SNDR and SFDR measurements are tabulated in Table 
5.2. This provides 7–8 bits of spectrum-sensing resolution over a 5 GHz (2.5 GHz × 
2 due to I, Q inputs) frequency range in the digital back end.

Figure 5.18c plots the output SNDR versus the input amplitude. A fourth-order fit 
shows a linear SNDR improvement with increasing amplitude before being limited 
by a combination of the circuit nonlinearities and the AWG resolution (8 bits).

The CRAFT output magnitudes with varying input amplitudes for a 1-tone, on-
bin 312.5 MHz input at 5 GS/s are shown in Figure 5.18c. The input is varied over an 
18 dB range. As seen in Figure 5.18d, the circuit is limited by the noise floor for low-
input amplitudes, while it becomes nonlinearity-limited at larger input amplitudes. 
Note that Curve III in Figure 5.17 represents a cross section of Figure 5.18e.

5.7.4 on-bin 2-tone MeasuReMents

Results from a 2-tone test with tones on adjacent bins are shown in Figure 5.18f. 
Assuming a preceding AGC, the maximum (time domain) amplitude of the 2-tone 
signal is normalized to that of a single tone in the 1-tone test as shown. Two 2-tone 
measurements and their superposition (normalized for the same maximum ampli-
tude) are also shown. The difference between the superposition and the measured 
2-tone output is indicative of the additional nonlinearity introduced. The relative 
increase in bins 13 and 14 is likely to be due to uncorrected twiddle factor errors in 
stage 2 of the CRAFT engine. Note that the apparent effect of these twiddle factor 
errors, leaking signal onto the negative of the signal frequency, is identical to the 
effect of I–Q mismatch errors in a homodyne receiver.

5.7.5 PoweR consuMPtion

The CRAFT core consumes 12.2 pJ/conv. and uses 3.8 mW of power when interleaved 
by 2 for a 5 GS/s input and 5 GS/s output. Measurements of the energy consumption 

TABLE 5.2
CRAFT SNDR and SFDR with Single-Tone, On-Bin, 0 dBFS Inputs

dB Min. Max. Mean Sigma

1 GS/s SNDR 46.6 56.5 50.6 2.7

SFDR 37.7 47.8 43.2 4.1

3 GS/s SNDR 56.5 61.2 49.5 3.8

SFDR 35.8 45.5 42.1 5.0

5 GS/s SNDR 44.5 51.1 47.3 2.3

SFDR 35.6 43.3 40.5 2.3

Source: Sadhu, B. and Harjani, R., Cognitive Radio Receiver Front-Ends: RF/Analog Circuit 
Techniques, Springer, 2014.
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versus supply voltage and frequency are shown in Figure 5.19a. These measurements 
clearly show the expected digital-like relationship of the CRAFT energy with fre-
quency and supply voltage. This further corroborates our premise that CRAFT is 
expected to respond favorably to technology scaling.

Figure 5.19b shows a die photograph of the CRAFT chip. The core occupies an 
area of 300 μm × 480 μm = 0.144 mm2 as shown.

5.8 CONCLUSION

This chapter describes the different kinds of wideband spectrum-sensing architec-
tures and the suitability of switched capacitor circuits for designing such front ends. 
As an example, a wideband ultralow-power RF front-end channelizer based on a 
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16-point FFT is described. The design is based on a charge reuse technique that 
enables it to run at 5 GS/s with a 47 dB SNDR capable of transforming a 5 GHz 
signal (I/Q) while consuming only 3.8 mW (12.2 pJ/conv.).

The current chapter details the design of the CRAFT engine. It also describes 
the interface circuitry and the test setup required to test such a high-speed, high–
dynamic range system. Nonidealities in the CRAFT computations are discussed, 
analytical models derived, and new circuit techniques developed for mitigating 
these. These techniques can be easily extended to other passive switched capacitor 
circuits to improve their performance. Measurement results are then presented.

Table 5.3 compares the CRAFT performance with one digital and two analog 
domain FFT implementations. As shown, CRAFT operates at speeds 5× faster than 
previous state-of-the-art designs. Additionally, it consumes better than 28× lower 
energy. As an RF channelizer, it is expected to reduce digitization requirements 
enabling wideband digital spectrum sensing. As a result, it advances the state of the 
art for wideband SDR architectures.
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6 Design Considerations 
for Direct Delta-Sigma 
Receivers

Jussi Ryynänen, Kimmo Koli, Kim Östman, 
Mikko Englund, Olli Viitala, and Kari Stadius

6.1 INTRODUCTION

Modern CMOS technology development is driven by the needs of digital circuitry. 
Higher density, speed, and energy efficiency are obtained as minimum transistor 
sizes scale down with each new technology node. This trend also drives RF designs 
toward digital-type circuits that benefit from the scaling. All-digital phase-locked 
loops have been widely used in cellular synthesizers, and even more aggressive 
direct digital synthesis methods have been studied in academia. Likewise, transmit-
ter demonstrations of power digital-to-analog converters (DACs) have pushed the 
boundary of digital signal processing to the power amplifier output node.

On the receiver side, we have seen similar development. The passive mixer-first 
structures that originate from traditional RF designs can be considered as sampling 
structures that are placed at the receiver input. Moreover, the analog-to-digital con-
verter (ADC) design community has developed delta-sigma-type receiver concepts 
that could be utilized as conventional receivers [1–4]. However, on the receiver side, 
all of the aforementioned structures still need further performance development to 
override the direct-conversion architecture that is the current industry standard.

Another trend that has been visible in cellular standardization for a couple of 
years is the expanding number of utilized frequency bands. The current long time 
evolution (LTE) standards cover tens of bands under 4 GHz. From an RFIC design 
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perspective, this has led to a situation where the circuits should cover a wide range of 
frequencies. At the same time, there should be signal rejection of unwanted blockers 
already at the RF nodes, indicating that programmable RF filters are a must.

This chapter focuses on the direct delta-sigma receiver (DDSR) concept, which 
was introduced in 2010 [5]. The original idea of this architecture is to extend the 
operation of a continuous-time (CT) delta-sigma A/D converter to RF by introduc-
ing an upconverted feedback loop to the RF front-end low noise amplifier (LNA) 
output. The fundamental difference between a conventional direct-conversion 
receiver and the DDSR is illustrated in Figure 6.1. As can been seen, the DDSR 
RF front end receives feedback from an N-stage baseband delta-sigma converter 
output. This transforms a traditional direct-conversion front end and a baseband 
delta-sigma converter into a complete RF-to-digital converter. The feedback loop 
places the LNA into a dual role. It still acts as a traditional amplifier. However, it 
is also part of the first integrator stage of the DDSR, where the discrete-time (DT) 
signal is fed back to the LNA output.

This chapter is organized as follows. The first section focuses on the essentials 
of delta-sigma converters and is targeted to a reader who is not familiar with them. 
It points out the most essential design parameters for understanding the DDSR and 
suggests further reading on the fundamental theory of delta-sigma converters. The 
second section further extends the delta-sigma concept to the DDSR. It focuses on 
the parameters that are specific to the DDSR and that are not typically considered 
in traditional converter design. The following section focuses on RF design issues: 
what does the DDSR entail for an RF designer and, especially, what happens when 
we extend the DDSR concept to wideband operation. This is followed by a discussion 
on quantization noise feedback trade-offs, which is an inherent design aspect of the 
DDSR. Finally, we show case study examples of implemented DDSR architectures 
to provide an understanding of the current state of the art.

Conventional direct-conversion receiver

RFin
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LNA

Direct delta-sigma receiver

LO
ΔΣ ADC

Gm

LPF
ADC

LO

D
A

C

Digital
out

Digital
out

BB stages
and

quantization
+ – + –

LO

FIGURE 6.1 Conceptual comparison of a conventional receiver and a DDSR.
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6.2 BASEBAND DELTA-SIGMA MODULATORS

Delta-sigma modulation is a noise-shaping signal-processing technique that has been 
applied in different contexts to modify the spectral shape of noise. Applications 
include, but are not limited to, ADC and DAC. In this section, we concentrate on 
delta-sigma modulation in the ADC context, since familiarity with this subject is 
crucial for understanding DDSR operation. This section is not meant to be a compre-
hensive discussion, and thus the interested reader is encouraged to refer to Refs. [6,7] 
for deeper insight into delta-sigma modulator (DSM) data converters.

An essential part of any ADC is the quantizer. An N-bit quantizer discretizes 
an analog signal by comparing it to 2N – 1 predetermined threshold levels. In the 
simplest case, an ADC consists of only a quantizer with sample-and-hold capability. 
The quantizer input is sampled and held at a sampling interval determined by the 
sampling clock and then discretized. The output consists of the input signal and an 
error signal whose power is determined by the number of quantizer bits N. A higher 
N reduces the quantization error, and thus the signal-to-noise ratio (SNR) is higher. If 
the quantizer input is busy, that is, the state of the output changes almost every sam-
pling interval, the quantization error can be approximated as a white noise whose 
power is evenly distributed between dc and the sampling frequency. Thus, in addi-
tion to increasing N, we can also increase the SNR by sampling at a higher frequency 
than necessary and thus reduce the quantization noise at frequencies of interest. This 
is referred to as oversampling. The term oversampling ratio (OSR) is often used to tie 
the wanted frequency bandwidth fBW to the sampling frequency fS so that

 
OSR f

f
S

BW
=

2
.  (6.1)

A DSM provides an additional way of reducing the quantization noise within fBW. 
In a DSM, we add a high-gain filter, commonly referred to as the loop filter, before 
the quantizer. If we then bring a feedback through a DAC from the quantizer output 
to the filter input, the quantization noise is shaped away from frequencies where the 
filter has gain. For example, the loop filter in a low-pass DSM is usually implemented 
with integrators, and so the quantization noise is shaped away from low frequencies. 
The loop filter can be either DT or CT. In a DT DSM, the input is sampled before 
filtering, and thus an antialias filter is often required before the actual ADC. A DT 
DSM is commonly implemented with switched-capacitor techniques. In a CT DSM, 
the input is sampled after filtering, which means that the loop filter also acts as an 
antialias filter. A CT DSM is typically implemented with op-amp-RC or gmC integra-
tors. However, it should be noted that the CT DSM is also ultimately DT due to the 
sampling at the quantizer input. This must be taken into account when designing the 
loop filter. For example, while the s-plane can be used to approximate system behav-
ior at low frequencies, the actual response is periodic and repeats itself at integer 
multiples of the sampling clock frequency fS.

There exist various loop filter architectures. One common architecture is a cas-
cade of integrators in feedback (CIFB). The signal flow graph in Figure 6.2 illus-
trates a traditional third-order CIFB DSM. The main parts of the converter are 
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the integrators that form the loop filter, the quantizer, and the feedback DAC. The 
input signal is passed through a cascade of integrators and then discretized by 
the quantizer. The DAC is used to convert the digital output stream of the quan-
tizer back to the analog domain, and this signal is then weighted and subtracted in 
each integration stage. To evaluate how the DSM ADC affects the input signal and 
the quantization noise of the quantizer, we can define two transfer functions. The 
signal transfer function (STF) is a linearized model that can be used to evaluate 
the signal response from the ADC input to its output. The noise transfer function 
(NTF) is a linearized model that can be used to evaluate how the quantization noise 
is shaped by the ADC.

In order to obtain useful versions of the STF and NTF, the quantizer and DAC 
have to be replaced with their linear models. The quantizer model should take into 
account the sample-and-hold functionality, the effective gain of the quantizer, and 
the quantization error due to finite resolution. As mentioned earlier, white noise 
can be used to approximate the quantization error. Thus, quantization error can be 
accounted by summing a noise voltage Vnoise to the output of the quantizer. For the 
DAC, we need to take into account its pulse shape, which in the simplest case is 
merely a delayed version of the quantizer output. After linearization, the STF and 
NTF in Figure 6.2 can be derived as follows:
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where Hint is the integrator transfer function, Hq is the linearized quantizer model, 
and Hdac is the linearized DAC transfer function. The reason why we have decided 
to leave the specific transfer functions undefined at this point is that one may prefer 
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FIGURE 6.2 Signal flow graph of a third-order DSM based on a CIFB architecture.
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to use either s- or z-plane models depending on the application. For example, if we 
choose to analyze the behavior of a CT DSM in the s-plane, we can use the following 
functions for Hint, Hq, and Hdac:
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Hint is now an ideal s-plane integrator with the natural frequency ω0. Hq approxi-
mates the zero-order-hold functionality of the quantizer at a specific sampling fre-
quency fS, and q is the effective gain of the quantizer. Hdac consists of a simple delay 
of time D.

By using the parameter values listed in Table 6.1 for our third-order CT CIFB 
DSM, we arrive at the STF and NTF plotted in Figure 6.3. The loop filter is designed 
by using the cookbook design procedure explained in Ref. [6]. The chosen filter fam-
ily is Butterworth, and the parameter ω0 is chosen such that the NTF exhibits high-
frequency gain without rendering the modulator unstable. The architecture results in 

TABLE 6.1
Parameter Values Used for the Example in Figure 6.3

Parameter a1 a2 a3 b1 b2 b3 ω0 Q D fS

Value 1 1 1 1 2 2 2π120e6 2.6 0.01/fS 2e9
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FIGURE 6.3 STF, NTF, and output spectrum of a third-order CT CIFB DSM. The chosen 
architecture results in a low-pass STF and a high-pass NTF. The spectrum obtained from a 
transient simulation follows the trends set by the analytical STF and NTF.
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a low-pass STF and a high-pass NTF. Because the DSM is a highly nonlinear system, 
the responses have been validated in a transient simulation. Figure 6.3 also displays 
the output spectrum from this simulation. The input signal applied to the DSM con-
sists of three tones and noise. The input tones are 0 dB at 2 MHz, 20 dB at 210 MHz, 
and 40 dB at 440 MHz and can be observed in the output spectrum. We can see that 
the analytical STF and NTF approximate the behavior of the DSM output spectrum. 
The high-frequency bump in both the STF and the NTF is caused by the feedback 
delay and the nonunity effective gain of the used 1-bit quantizer (here, q is approxi-
mated to be 2.6). This high-frequency behavior degrades DSM performance and 
may even lead to instability. However, different compensation techniques such as a 
direct feedback around the quantizer can be used to compensate for the effects of the 
feedback delay [8].

From Figure 6.3, it is easy to see that if we are only interested in the signals below 
10 MHz, the quantization noise inside this bandwidth is attenuated significantly by 
the NTF, in turn providing a high SNR. Thus, it can be seen that we do not necessar-
ily require a high-resolution quantizer in order to achieve high SNR in a DSM ADC. 
In fact, single-bit quantization is commonly used, since it is inherently linear and 
simple to implement. When combined with a high oversampling rate and noise shap-
ing, the resulting SNR can still be very high. However, a low-resolution quantizer has 
its shortcomings. Perhaps the most severe drawback of single-bit quantization, espe-
cially in a CT DSM, is its susceptibility to sampling clock jitter. A higher- resolution 
quantizer can be used to alleviate this problem. Increased resolution lowers the quan-
tization noise level and improves resilience against sampling clock jitter, but this 
trades off with increased design complexity. Recently, jitter sensitivity has also been 
reduced by using finite impulse response (FIR) filter techniques in the first feedbacks 
[9–11]. For convenience, Table 6.2 summarizes how different nonidealities affect the 
performance of the DSM.

TABLE 6.2
Summary of the Most Important DSM Nonidealities

Nonideality Cause Effect

Excess loop delay (CT DSM) Nonzero switching time of 
transistors

Increases NTF numerator 
order, may limit performance

Clock jitter Nonideal sampling clock Increases quantization noise 
floor

Nonlinearity in quantizer and 
feedback DACs

Component mismatch, limited 
transistor output impedance

Increases quantization noise, 
distorts feedback signals

Loop filter gain error Component mismatch Alters NTF, may decrease 
SNR as a result

Low integrator DC gain Limited output impedance and 
transconductance of transistors

Degrades noise shaping

Insufficient op-amp GBW and SR Insufficient op-amp current, 
poor frequency compensation

Increases odd-order harmonics 
that decrease the SNR
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6.3 FROM BASEBAND DSM TO RF-TO-DIGITAL CONVERSION

The preceding section concentrated on the basic concepts of quantization and the 
delta-sigma noise-shaping principle. We were interested in removing as much of the 
quantization noise from the desired bandwidth as possible in order to achieve a high 
SNR. In this section, we move from the DC-centered baseband DSM to the local 
oscillator (LO)–centered DDSR. We will see that in a DDSR, the STF becomes as 
important as or even more important than the NTF.

The key idea of the DDSR is to combine typical receiver signal-processing tasks into 
one functional block. The signal-processing tasks include the amplification, filtering, 
and downconversion performed by the RF front end and the digitalization performed 
by the baseband chain. The most significant difference between a DDSR and a con-
ventional DSM is that in a conventional DSM, the input signal is usually well defined. 
The input is scaled so that the available dynamic range is fully utilized. Also, the sig-
nal bandwidth is typically limited before A/D conversion. In contrast, the input of a 
receiver can be far from optimal. The desired signal can be barely distinguishable from 
the thermal noise floor. Even worse, the neighboring channels and bands may contain 
undesired signals that are several decades larger in magnitude. In the worst case, the 
undesired signals can saturate the receiver and thus prevent reception of the desired sig-
nal. We have two alternative ways to cope with the challenges brought by the incorpora-
tion of the RF front end inside a DSM. One way is to design for a very high dynamic 
range, so that both the weak desired signal and strong undesired signal can be converted 
simultaneously. However, obtaining the needed dynamic range is challenging even in 
the case of a conventional DSM. The other way is to filter out as much of the undesired 
signal as possible, so that ideally only the desired signal is converted. In this case, the 
filtering should be applied as early as possible in the signal chain in order to prevent 
strong undesired signals from overloading the input stages. A feedback DSM architec-
ture is chosen for the DDSR, because it offers superior filtering of the input signal.

Consider the DDSR signal flow graph in Figure 6.4. Compared to a general 
 feedback-type DSM, the most notable differences are the addition of mixers to 
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FIGURE 6.4 DDSR signal flow graph.
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perform the frequency translation between RF and BB and that the flow diagram 
divides into I/Q quadrature branches after the RF stages in the same manner as in 
a conventional direct-conversion receiver. From a direct-conversion receiver view-
point, an important difference is that the quantized baseband output is now fed back 
to the RF stages.

The first and second integration stages of the DDSR operate partly at RF and 
partly at baseband. Figure 6.5a illustrates the circuits that form the first stage. The 
RF input signal is first amplified by an LNA. Passive mixers are then employed at the 
LNA output node to translate the frequencies between the RF and baseband I and Q 
branches. The use of passive mixers has additional benefits, as they have the ability 
to translate impedances between their RF and baseband ports. When the two pas-
sive mixers are combined with the baseband capacitors CNpath, the circuit functions 
as an N-path filter. The low-pass response of CNpath is translated into a band-pass 
response at the LNA output node. The center frequency of this band-pass response 
follows the LO frequency. Thus, band-pass filtering is applied to the RF input, while 
the baseband feedbacks are low-pass filtered. Another way to interpret this is that 
the feedback is integrated by a conventional gmC integrator, while frequency-shifted 
gmC integration is applied to the RF input. Although this may appear to be an opti-
mal solution, there are several nonidealities that must be taken into account. These 
 nonidealities will be discussed in more detail later.

The second integration stage is illustrated in Figure 6.5b. A buffer drives the RF 
input signal through passive I/Q mixers to the baseband Miller integrator inputs. 
The feedback is brought to the same Miller integrator inputs and is integrated and 
subtracted from the input signal. In this integrator, the output is on the baseband 
side and the nonidealities are not as significant as in the first stage. Since this cir-
cuit structure has an RF input and an integrated baseband output, we will refer to 
it as a downconverting gmOPA-C integrator. The capacitors Cmix are used to apply 
additional attenuation outside the wanted channel. They have no significant effect 
on the DDSR transfer function, because the Miller effect causes the integration 
capacitors Cint to dominate. As a practical note, the RF input signal is divided 
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equally between the I/Q branches in a symmetric case, and thus the corresponding 
feed-forward DSM coefficient has to be divided by 2.

The design guidelines of a conventional DSM can be applied when design-
ing the DDSR loop filter. However, these guidelines may not be optimal for a 
DDSR, since we have to fulfill also the role of a direct-conversion receiver. In 
order to further demonstrate the differences between a conventional DSM and the 
DDSR, consider the STF and NTF plots in Figure 6.6a and b. The STF and NTF 
in Figure 6.6a are examples of what one could see in the case of conventional 
second-order feedback CT DSM with fS = 2 GHz. The cutoff frequency of the 
loop filter is relatively high, and about 3 dB of high-frequency gain is applied 
to the NTF to trade off the noise-shaping performance with the stability of the 
modulator. The STF gain is 0 dB, and some filtering is inherently applied due 
to the feedback architecture. Depending on the needed SNR, the actual signal 
bandwidth fBW could be, for example, 10 MHz, which is significantly less than the 
cutoff frequency of the loop filter.

Figure 6.6b is an example of a second-order DDSR STF and NTF for a 20 MHz 
RF bandwidth ( fLO ± 10 MHz) when using fLO = 1 GHz and fS = 2 GHz. The STF 
now has gain in the passband between –20 MHz and 20 MHz offsets from the fLO. 
The gain is applied in the first stage in order to relax the noise performance require-
ments of the following stages. Note that the loop filter cutoff frequency is now only 
about two times the actual bandwidth, which means that while the filtering of the 
unwanted signals outside the bandwidth is enhanced, we pay the price in the form 
of nonoptimal noise shaping. We have to rely on the oversampling and the number 
of quantizer bits in addition to the noise shaping by the loop filter to ensure that the 
quantization noise will not dominate the noise performance of the entire receiver.

It is clear that a trade-off will have to be made in loop filter design between input 
signal filtering and noise shaping. If the cutoff frequency of the loop filter is high, 
we need to have high dynamic range to prevent any high-power out-of-band signals 
from overloading the receiver. On the other hand, if we push the filter cutoff fre-
quency too low, the noise shaping might not be sufficient and the quantization noise 
could dominate and desensitize the receiver. Additionally, if the cutoff frequency 
of the loop filter is very low compared to the sampling frequency of the quantizer, 
the quantizer input is no longer busy. This means that the white noise model of the 
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quantization noise no longer applies and we may see unwanted noise concentration 
spikes in the output spectrum. The usable ratio of cutoff frequency to sampling fre-
quency depends on loop filter design and the threshold levels of the quantizer. This 
problem can be alleviated by injecting dither to the quantizer input.

6.4 RF DESIGN CONSIDERATIONS

When comparing DDSR blocks to a regular baseband DSM, the RF section stands 
out as a significant difference. This is not only due to the frequency translations that 
are involved but also due to the nonideal properties of the RF stages themselves. 
Accordingly, in this section, we discuss the roles of these stages, the need for mod-
eling their nonidealities, and the most important areas of codesign between the RF 
section and the rest of the DDSR.

Because the DDSR embeds a direct-conversion receiver front end into the DSM 
structure, the front-end LNA and downconversion blocks naturally take on dual 
roles. On the one hand, they function as conventional blocks that amplify, filter, and 
downconvert incoming RF signals, and as such, they play a significant role in deter-
mining receiver linearity and sensitivity. On the other hand, the LNA and the down-
conversion block act as the first two integrators in the integrator cascade making up 
the DDSR. In this second role, they participate in forming the transfer function of 
the DDSR loop filter, thus impacting the desired channel filtering and noise-shaping 
properties of the receiver.

The first stage, comprised of the LNA and the N-path filter as shown in Figure 
6.5, is called an N-path gmC integrator. From a conventional viewpoint, the LNA 
provides voltage amplification to the RF input signal and is the most important 
block in terms of noise and linearity. The N-path filter at the LNA output provides 
a band-pass-type frequency response around fLO, which is beneficial for attenuating 
unwanted blocker signals. This enhances the out-of-band linearity of the receiver 
significantly. The response is dependent on the LNA output impedance.

From the DSM viewpoint, the LNA acts as a transconductor that drives the inte-
gration capacitors CNpath. The response at the LNA output is centered on fLO due to 
the frequency translation by the N-path filter. In similar fashion, the signal from the 
baseband current-mode DAC (IDAC) in the feedback path is integrated by CNpath and 
then upconverted to the LNA output through passive mixing.

The second stage is comprised of an RF amplifier, a current-commutating passive 
downconversion mixer, and a baseband Miller integrator. Again, from a conventional 
viewpoint, this arrangement resembles a current-mode downconversion system that 
is loaded by a transimpedance amplifier. However, the DSM viewpoint entails look-
ing at the arrangement as a gmOPA-C-based integrator. In contrast to the baseband 
realization, the voltage-to-current conversion is performed at RF around fLO, after 
which the current is frequency-translated to baseband. The feedback path operates 
entirely at baseband, and the integrated baseband output signal voltage is processed 
further by subsequent baseband stages in conventional DSM fashion.

In comparing the two RF stages to their baseband prototype counterparts, cer-
tain nonidealities of RF implementation become evident. For example, frequency 
translation in both stages causes effects that must be accounted for in order to obtain 
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the desired response. The most important nonidealities revolve around the first inte-
grator. We will now detail the nonidealities related to this integrator and discuss a 
method for modeling them in a receiver design.

The main nonideal features of the integrator response are depicted in Figure 6.7. 
First, the integrator gain is relatively low at fLO (i.e., at dc in a conventional DSM). 
Whereas the output impedance of the baseband transconductor in a gmC integra-
tor is usually several kΩ, the LNA in the N-path gmC integrator has an intrinsic 
maximum output impedance of only a few hundred ohms. The gain at fLO is thus 
most often limited to values around 20 dB, whereas baseband integrator design 
usually targets a dc gain of at least 40 dB, thanks to high output impedance. The 
most significant consequence of this nonideality is a reduced contribution to noise-
shaping operation by the outermost feedback loop. Narrowband LC loads usually 
provide the highest output impedance and allow for simpler techniques to boost the 
 impedance further.

Second, the N-path gmC integrator has an out-of-band attenuation floor that 
depends on the passive mixer switch resistance RSW. In the example of Figure 6.7, the 
gain response reaches a floor at 2 dB, whereas the gain of the ideal integrator has no 
lower limit at faraway offsets from fLO.

Third, the response of the first integrator is not exactly centered on fLO. This 
causes an imbalance for the two sidebands of the incoming RF signal, especially in 
wideband implementations. In such circuits, the frequency offset is caused by para-
sitic capacitance at the LNA output node, increasing with frequency and capacitance. 
In addition to these three nonidealities, the basic N-path gmC integrator is unable to 
distinguish between signals at fLO and its odd harmonics.

A modeling method is needed to account for the most important nonidealities 
during receiver design. Our proposed approach is to partially replace the ideal 
 coefficient-based representation of the DDSR with transfer functions that entail non-
ideal integration. This approach is illustrated in Figure 6.8 where the CT coefficients 
a1 and b1, both related to the first integrator, are replaced by the nonideal integration 
functions Hrf and Hfb. For example, if we assume that there are no further baseband 
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integration stages beyond the second integrator and that g1 = 0 for simplicity, we 
obtain these STF and NTF approximations [12] for the I branch:
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Proper circuit models are then required to obtain the more precise form of these 
transfer functions. The passive mixer–based work in Ref. [13] provides a useful 
lumped-element starting point for linear time-invariant modeling. Approximate 
CT DDSR transfer functions for the first integrator are derived in Ref. [12] and 
account for the three nonidealities listed earlier. The entire DDSR model, includ-
ing the nonidealities, can then be used in a variety of mixed-signal simulators for 
complete receiver design. As a result, the design process produces a significantly 
improved understanding of the actual signal filtering and noise-shaping capability to 
be expected from the receiver. This approach has been an essential part of designing 
the receivers discussed later in the case study section.

The second DDSR integrator also has a number of nonidealities when compared to 
an ideal baseband integrator prototype. These nonidealities are related to the output 
impedance of the RF transconductor and to the effect of frequency translation on the 
exact frequency response. Although they can be modeled in similar fashion to those 
of the N-path gmC integrator, it can also be shown that they are much less significant. 
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Still, the RF designer should be aware of the nonidealities and deliver information 
on block properties to the system designer.

In conventional direct-conversion receiver design, the only point of contact 
between the RF and baseband section designers is the downconversion mixing 
interface. Apart from proper joint design of this interface, the section designers can 
mostly work independently by adhering to the gain, noise, and linearity partitioning 
requirements provided by the system designer. The DDSR is different in that there is 
one additional RF–baseband interface due to the upconverted delta-sigma feedback 
and in that the properties of the RF stages affect not only traditional analog receiver 
performance metrics but also the properties of the DSM as a whole. Here, we will 
briefly discuss two of the most important codesign issues, namely, the gain control 
and the trade-off between noise figure (NF), noise shaping, and blocker filtering.

Both RF stages can be designed to include gain control functionality. The LNA 
gain (related to coefficient a1) can be adjusted without any effect on the receiver STF 
and NTF. Gain tuning in the second stage (coefficient a2) should be balanced by 
simultaneous tuning of the outermost feedback loop (coefficient b1) in the opposite 
direction. This preserves the shape and bandwidth of the STF while at the same time 
changing the gain level. In practice, this means that once the required extent of gain 
tuning and the initial properties of the blocks related to a2 and b1 are known, the 
system design process should give the section designers specifications on how much 
tuning should be included in each block. Continued iterations between all designers 
are then needed to ensure a proper tuning range.

Moreover, the design of the N-path gmC integrator governs a system-wide trade-
off between receiver NF, noise shaping, and the amount of blocker filtering. This is 
related to the closed-loop behavior of the DDSR, causing the gain at the LNA output 
to be suppressed inside the loop filter bandwidth [12] so that the bandwidth of the 
LNA gain response is similar to the loop filter bandwidth. In particular, a higher 
value of CNpath provides a sharpened bandpass filtering response and improved 
noise shaping in the NTF, but it also leads to stronger gain suppression and thus an 
increased NF. The acceptable amount of trade-off between these three receiver met-
rics should be decided at the system level and then translated to N-path gmC integra-
tor component requirements. In Ref. [14], we propose a circuit-level design method 
for navigating this trade-off in light of target specifications.

6.5 QUANTIZATION NOISE FEEDBACK

The effective noise shaping of a high-order low-pass DSM enables a high signal-to-
quantization-noise ratio (SQNR). This is achieved with a relatively high OSR, that is, 
the desired signal bandwidth is narrow compared to the sampling frequency fS. As 
a result, the quantization noise level is low not only around DC but also around the 
sampling frequency fS and its multiples. Elsewhere, the quantization noise is stronger 
than it would be without the noise shaping. The sinc function inherent in the quanti-
zation mainly helps to attenuate quantization noise around the multiples of fS, where 
the quantization noise level is low anyway.

In frequency-translating DSMs and the DDSR, the delta-sigma-modulated feed-
back signal is upconverted to the desired RF frequency range by fLO. Strongly nonlinear 
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frequency upconversion is very challenging when using a very wideband feedback signal: 
choosing the wrong ratio fS /fLO of the sampling and LO frequencies leads to completely 
losing the intended feedback signal under undesired quantization noise mixing products.

When frequency mixing is performed at the sampling frequency, that is, fLO = fS, 
upconversion is successful since the desired feedback signal is shifted in frequency 
to the next quantization noise minimum around the sampling frequency fS. Similarly, 
all other quantization noise minima are shifted upward on the frequency axis by the 
same amount, thus keeping the output spectrum intact. It is easy to see that success-
ful frequency upconversion is obtained when the LO frequency is an integer multiple 
of the sampling frequency, that is, fLO = NfS.

A more complex example is shown in Figure 6.9, where the LO frequency equals 
the DSM Nyquist frequency, that is, fLO = fS/2. Figure 6.9a shows the original delta-
sigma-modulated baseband signal, repeated at intervals of fS with gradual high-
frequency attenuation provided by the sinc function. The spectrum in Figure 6.9b 
is the result of upconversion with an ideal sinusoidal LO signal, and in a similar 
manner Figure 6.9c is the sinusoidal upconversion with the third harmonic of the 
LO. Figure 6.9d depicts the upconversion with a squarewave LO signal, showing 
the individual mixing products of the fundamental as well as the third and the 
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FIGURE 6.9 The DDSR feedback signal (a) before and (b) after upconversion with sinu-
soidal LO-signal fLO = fS/2, (c) with the third harmonic of fLO and (d) upconversion with 
a squarewave LO signal with the fundamental, third, and fifth harmonic mixing products 
shown separately.
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fifth harmonics of fLO. The fundamental mixing product and the harmonic mixing 
products fall nicely together, and the harmonic products are attenuated sufficiently 
such that they do not decrease the total SQNR. The three gray areas in the three 
bottom spectrums describe the frequency ranges that will be downconverted to 
baseband. The downconversion products from the harmonics are slightly attenu-
ated with respect to the fundamental downconversion product, and thus the SQNR 
is not degraded.

Another example is shown in Figure 6.10 with fLO = fS/3. With this fS /fLO ratio, 
quantization noise levels are drastically increased in the upmixed spectrum, even 
when mixing with an ideal sinusoidal LO signal. This is caused by quantization 
noise folding from negative frequencies (the dashed line spectrum). Upconversion 
with the third harmonic of fLO in Figure 6.10c is symmetric around DC such that 
folding from negative frequencies does not degrade spectral purity. The spectral 
energy from mixing with the third LO harmonic is strong around the LO frequency, 
but as Figure 6.10d shows, the dominating quantization noise is still produced by 
folding from negative frequencies. When the feedback signal is downconverted back 
to baseband, also downconversion from the third LO harmonic slightly raises the 
quantization noise level at the desired frequency band.

Baseband
signal

fLO 5fLO

fs = 3fLO

Upmix with
sin(2πfLOt)

Upmix with
sin(6πfLOt)

Upmix with
square wave

(a)

(b)

(c)

(d)

FIGURE 6.10 The DDSR feedback signal (a) before and (b) after upconversion with a 
 sinusoidal LO signal fLO = fS/3, (c) with the third harmonic of fLO, and (d) upconversion with 
a squarewave LO signal with fundamental, third, and fifth harmonic mixing products shown 
separately.
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Based on these two examples, the quality of the original feedback signal is 
retained when the relation between fLO and fS is chosen so that the upconverted spec-
trum is symmetric around DC. The LO frequency should therefore be an integer 
multiple of the Nyquist frequency fS/2, that is, fLO = NfS/2. This condition is relatively 
strict. For example, if fLO and fS are both set to 1 GHz, even a 5 % deviation for the 
LO frequency can degrade ADC bandwidth from 10 to 5 MHz for the same SNR. 
Moreover, when fLO is not a multiple of the Nyquist frequency, neither feedback sig-
nal upconversion from the LO harmonics nor downconversion from the LO harmon-
ics back to baseband significantly degrades the SQNR. This is because the dominant 
performance degradation is caused in the feedback upconversion of the fundamental 
LO frequency. Therefore, resorting to harmonic rejection techniques in the feedback 
upmixing does not affect the quantization noise level.

Additional filtering of the DDSR feedback signal is required prior to frequency 
upconversion if greater freedom for choosing fLO and fS is required. The most 
straightforward filtering implementation would be a simple FIR filter. In the case 
of our second example where fLO = fS/3, an FIR filter with the transfer function 
H(z) = (1 + z−1 + z−2)/3 would already significantly improve on the obtainable SNR. 
However, the notches provided by FIR filtering are very narrow, and therefore this 
technique does not solve the problem for wideband transmissions such as LTE 20.

The N-path technique significantly improves the situation with the DDSR feed-
back signal upconversion. The differential I/Q feedback signals are fed with I/Q 
differential-output IDACs to the N-path capacitors, thus providing first-order low-
pass filtering of the DDSR feedback signal before upconversion. Since the feedback 
signal is now filtered before upconversion, fLO can be chosen freely, provided that 
fLO is equal to or higher than fS. When fLO is decreased well below fS, the low-pass 
filtering provided by the N-path technique may not be sufficient to prevent the mix-
ing products from folding from the negative frequencies to the desired signal band. 
In order to extend this LO frequency range to lower RF bands, a combination of 
the N-path technique and FIR filtering could be used. Determining when additional 
FIR filtering is required depends on the DDSR order, the architecture, and the coef-
ficients, as well as the resolution of the quantizer. If a 1-bit quantizer is used, the 
quantization noise level is significantly higher than with multibit quantizers, and thus 
a different level of prefiltering is required before upconversion.

6.6 CASE STUDY

In this final section, we present implementation and measurement result details by 
using DDSRs that have been published to date. This provides a realistic understand-
ing of the performance levels that can be achieved by using the DDSR concept. 
The original introduction of the DDSR concept was accompanied by a 900 MHz 
prototype in a 65 nm CMOS, reported in Ref. [5]. The subsequent work in Ref. [15] 
presents two implementations in a 40  nm CMOS, with one targeted for narrow-
band (2.5 GHz) operation and the other for wideband (0.7–2.7 GHz) operation. We 
will highlight the most important implementation aspects by focusing on the latter 
designs, which emphasize programmability in both the coefficients and the band-
width of the loop filter.
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As shown in Figure 6.11, the receivers in Ref. [15] are based on a four-stage feed-
back modulator structure, comprised of a cascade of integrators. The number of 
stages is essentially a trade-off between the achievable level of out-of-band blocker 
filtering on the one hand and the complexity and stability of the design on the other. 
The first two stages operate partly at RF and partly at baseband, whereas the final 
two stages operate at baseband.

The loop filter baseband bandwidth can be programmed to either 1.5 or 15 MHz, 
allowing for RF signal channels up to about 20 MHz. Furthermore, programmabil-
ity has been implemented in many of the RF and baseband coefficients (ai, bi) of 
the prototype DSM signal flow graph. For example, all feedback coefficients bi and 
the forward coefficient a2 are programmable in the wideband receiver, and the nar-
rowband receiver adds programmability in a1 as an additional level of freedom as 
explained previously.

In the RF section, the narrowband receiver contains an inductively degenerated 
common-source LNA with a Q-boosted LC load that is tuned to 2.5 GHz. The effec-
tive transconductance of the LNA can be programmed, thus providing tunability in 
the modulator coefficient a1. The wideband 0.7–2.7 GHz receiver uses a common-
source LNA with a PMOS load, together with tunable common-drain RC feedback 
for proper input matching. It is important to note the lower output impedance of the 
wideband LNA as the major difference between the receivers. As discussed before, 
this is a nonideal feature that requires modeling, and it also leads to a degraded abil-
ity for noise shaping by the outermost feedback loop.

The second stage in both receivers is a gm-boosted source follower that drives 
a current-commutating downconversion interface as a transconductor. The three 
stages operate in parallel to provide programmability in the transconductance and 
thus in the modulator coefficient a2. The LO signal is generated externally, and an 
on-chip divider together with a custom buffer arrangement [16] creates the 25% duty 
cycle used for both the RF feedback and downconversion mixers. To ensure proper 
operation and correct LO phase polarity throughout the receiver, it is important that 
the same divider is used to generate the LO signal for both mixers.

In the baseband section, the integrators are built using regular operational ampli-
fiers. The loop filter bandwidth is programmed by changing the size of the integra-
tion capacitor. Feedback from the digital receiver output to each integrator stage is 
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FIGURE 6.11 Block-level schematic of the four-stage DDSR implementation in Ref. [15].
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provided by D/A converters (IDAC), where current-mode operation has been chosen 
for proper performance in terms of speed and power consumption. Coefficient pro-
grammability is implemented by 5-bit (two-decade) tuning of the IDAC bias currents.

Three important design choices have been made at baseband to increase the 
achievable signal-to-noise-and-distortion ratio (SNDR). First, 1.5-bit operation is 
used throughout the digital parts. This is done by designing the quantizer with two 
parallel comparators, each of which uses its own reference voltage level. Moreover, 
the levels can be reprogrammed depending on operating conditions. As discussed 
previously, the high-order loop filter also exhibits excess loop delay, and a program-
mable delay compensation circuit is implemented at the input of the comparators. 
Second, an internal feedback is used from the input of the comparators to the input of 
the third integrator. This creates a notch in the NTF, with the purpose of maximizing 
the in-channel noise shaping by placing the notch at the edge of the desired baseband 
channel. Finally, a 2-tap FIR filter is placed in the outermost feedback loop. As dis-
cussed previously, the purpose of such a filter is to improve SNDR by reducing the 
transfer of quantization noise to the LNA output node. Especially for the wideband 
case, it is important to note that the placement of the notches is programmable, thus 
allowing for a wider range of fLO/fS ratios.

The 2.5 GHz and 0.7–2.7 GHz receivers are implemented on the same chip and 
share the baseband circuitry. Only the native VDD = 1.1 V of the utilized 40  nm 
CMOS technology is used. For the wideband receiver, Figure 6.12 displays the 
intended functionality of the receiver through an example output spectrum plot using 
fLO = 2.5 GHz. First, a –68 dBm RF input signal at 2.5001 GHz is downconverted 
to 100 kHz as expected. Second, the quantization noise is shaped away from the 
desired channel bandwidth according to the designed NTF. Finally, a –43 dBm out-
of-band RF blocker signal is inserted at 2.5875 GHz and is filtered as indicated by 
the overlaid STF, disappearing into the quantization noise floor. Similar operation is 
observed throughout the full operating range.

The measurement results of the three published receivers are summarized in 
Table 6.3. Analog receiver metrics and A/D converter metrics are both included to 
facilitate comparison within both domains.
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Contrasting the wideband and narrowband cases provides some interesting 
insights. First, the lower NF of the narrowband receiver shows the benefit of the 
chosen LNA architecture and a Q-boosted on-chip load resonator. This benefit is 
apparent also in the achievable maximum SNDR, where the outermost feedback 
loop is able to provide better noise shaping as compared to using a wideband LNA 
with lower output impedance in the first stage.

Nevertheless, also the wideband receiver provides the expected functionality with 
satisfactory performance and thus demonstrates the feasibility of the DDSR concept 
for operation in a wide LO frequency range. For all receiver versions, the out-of-band 
IIP3 is ultimately limited by the RF front end, and the power consumption is divided 
approximately evenly between the RF and baseband sections.
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7 60 GHz CMOS 
Transceiver Chipset 
for Mobile Devices

Koji Takinami, Takayuki Tsukizawa, 
Naganori Shirakata, and Noriaki Saito

7.1 INTRODUCTION

In recent times, 60 GHz millimeter-wave systems have become increasingly attractive 
due to the escalating demand for multi-Gb/s wireless communication. The 9 GHz of 
unlicensed bandwidth that has been allocated at 60 GHz enables extremely high 
data rates as compared to those offered by 2.4 and 5 GHz wireless LAN standards. 
Traditionally, expensive III–V semiconductors such as gallium arsenide (GaAs) are 
required for this frequency. However, recent works have demonstrated the ability 
to realize a 60 GHz transceiver by means of a cost-effective CMOS process. Such 
regulatory changes and technological advances have driven not only academia but 
also industry bodies to explore the 60 GHz frequency band targeting high-volume 
and low-cost consumer applications.
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This chapter aims to give the most up-to-date status of the 60 GHz wireless 
transceiver development, with an emphasis on realizing low power consumption 
and small form factor that is applicable for mobile terminals. Section 7.2 gives a 
brief overview of the system and industrial standards. Section 7.3 discusses choices 
of transceiver architectures. Section 7.4 presents the low-power transceiver design 
including built-in self-calibration (BiSC) techniques that are essential to improve 
yield and robustness in mass production. The transceiver is integrated into a min-
iaturized radio-frequency (RF) module with antennas that can be implemented in 
mobile handsets. Finally, concluding remarks are given in Section 7.5.

7.2 60 GHZ WIRELESS SYSTEM

7.2.1 use case scenaRios

The use of high frequencies comes with both advantages and disadvantages. Large 
path loss, as well as high attenuation due to obstacles such as a human body, limits 
60 GHz applications to those suitable for short-range wireless communication within 
10 m. On the other hand, higher frequencies lead to smaller sizes of RF compo-
nents including antennas, enabling compact realization of an array structure that 
offers improved antenna gain with high directivity [1,2]. These properties unique to 
60 GHz help reduce interference between terminals, offering opportunities to main-
tain multi-Gb/s throughput even in high-density environments.

The first commercially available consumer products using 60 GHz appeared in 
the early 2010s and were based on the WirelessHD standard, which supports uncom-
pressed high-definition (HD) video links between fixed devices such as a set-top box 
(STB) and a TV. The chipset employed sophisticated beamforming technology to 
extend communication distance [3], but this resulted in high power consumption. Even 
though substantial progress has been made since then, employing a 60 GHz system in 
mobile terminals such as smartphones and tablets remains a difficult challenge since 
it requires extensive reduction in power consumption as well as small form factor.

Figure 7.1 shows use cases that are made possible by the 60 GHz mobile solution. 
One example application is HD video streaming from mobile devices. This is good 
for gaming, for instance, because the required latency can be in the order of a few 
tens of milliseconds to enable a natural responsiveness between the mobile device 
and the large screen TV as illustrated in Figure 7.1a. Another example application is 
fast file transfer. In order to download 30 min worth of HD contents, which is roughly 
2.4  GB, it takes several minutes with the traditional IEEE 802.11 at 2.4/5 GHz, 
whereas it can take less than 10 s by using the 60 GHz wireless system. Therefore, 
one can download videos from the PC to the mobile device or even share the down-
loaded contents with others instantaneously.

7.2.2 fReQuency allocation

The most recent global frequency allocation at 60 GHz is illustrated in Figure 7.2 [4]. 
Frequency bands around 60 GHz are available worldwide. The ITU-R recommended 
channelization comprises four channels, each 2.16 GHz wide, centered on 58.32, 
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60.48, 62.64, and 64.80 GHz, respectively. The frequency allocations in each region 
do not match exactly, but there is substantial overlap of at least 3.5 GHz of contigu-
ous spectrum in all regions. This allows a single device to operate worldwide without 
hardware modifications just like the traditional wireless LAN based on the IEEE 
802.11 at 2.4/5 GHz.

(a)

(b)

FIGURE 7.1 60 GHz mobile use case examples. (a) Low-latency video streaming and 
(b) fast file transfer.

US, Canada, and Korea

EU and Japan

Australia

China

CH1 CH2 CH3 CH4

57 58 59 60 61 62 63 64 65 66 [GHz]

FIGURE 7.2 Frequency allocations by region and channel in WiGig/IEEE 802.11ad.
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7.2.3 wigig/ieee 802.11aD stanDaRD

There are many different standards for 60 GHz wireless communication. Within the 
IEEE 802.15 working group, Task Group 3 (TG3) had led the standardization and 
the IEEE 802.15.3c was issued in 2009 by Task Group 3c (TG3c). Soon after, the 
Wireless Gigabit (WiGig) Alliance was formed to develop an industrial standard 
for 60 GHz. In addition to the physical (PHY) and medium access control (MAC) 
layers, the WiGig Alliance defined protocol adaptation layers (PALs) for effective 
audio, video, and data transmissions. The PHY and MAC specification defined by 
the WiGig Alliance was later proposed to the IEEE 802.11 working group, Task 
Group ad (TGad), which was the group tasked with defining modifications to the 
802.11 MAC and PHY specifications to enable operation in the 60 GHz frequency 
band capable of a maximum throughput of at least 1 Gb/s.

The final IEEE 802.11ad specification was officially approved by the IEEE in 
December 2012 [5]. In September 2013, the Wi-Fi Alliance, a global nonprofit indus-
try association that provides certification programs, announced successful integra-
tion of the WiGig Alliance, placing WiGig/IEEE 802.11ad in the lead position to 
become the de facto standard for wireless communication at 60 GHz.

In WiGig/IEEE 802.11ad, both single carrier (SC) modulation and orthogonal fre-
quency division multiplexing (OFDM) modulation have been adopted, considering 
various use case scenarios. In general, SC modulation is suitable for reduced power 
consumption due to its low peak-to-average power ratio (PAPR), whereas OFDM 
modulation offers better multipath tolerance. Table 7.1 shows the modulation and 
coding schemes (MCSs) for SC modulation, where MCS 0 to MCS 4 are mandatory. 
MCS 0 is exclusively used to transmit control channel messages employing DBPSK 

TABLE 7.1
MCS for SC Modulation in WiGig/IEEE 802.11ad (MCS 0 and MCS 1 
Employ Spreading Factor of 32 with π/2 Rotation and Spreading 
Factor of 2, Respectively)

MCS Index Modulation Code Rate PHY Payload Rate (Mb/s) 

0 DBPSK 1/2 27.5

1 π/2-BPSK 1/2 385

2 π/2-BPSK 1/2 770

3 π/2-BPSK 5/8 962.5

4 π/2-BPSK 3/4 1155

5 π/2-BPSK 13/16 1251.25

6 π/2-QPSK 1/2 1540

7 π/2-QPSK 5/8 1925

8 π/2-QPSK 3/4 2310

9 π/2-QPSK 13/16 2502.5

10 π/2–16QAM 1/2 3080

11 π/2–16QAM 5/8 3850

12 π/2–16QAM 3/4 4620
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modulation with code spreading to ensure better robustness. Figure 7.3 shows the 
packet structure examples. They consist of a short training field (STF) and a channel 
estimation field (CEF), followed by a header, data, and subfields. The subfields can 
be used for fine beamforming training.

To achieve multi-Gb/s throughput, the MAC layer requires many modifications 
from the one in the traditional IEEE 802.11. For example, a minimum interval time 
between transmission packets, called short inter-frame space (SIFS), is shortened 
from 16 μs in the IEEE 802.11a/g to 3 μs in the WiGig/IEEE 802.11ad. Many timing 
parameters of random backoff in carrier sense multiple access with collision avoid-
ance (CSMA/CA) are also shortened. On the other hand, the maximum payload size 
is extended from 2304 to 7920 octets. These modifications reduce packet overhead 
and improve transmission efficiency to achieve multi-Gb/s throughput.

The standard also specifies fast session transfer (FST), which enables wireless devices 
to seamlessly transit between the 60 GHz frequency band and the legacy 2.4 and 5 GHz 
bands, to complement optimal performance with wider communication range.

7.3 RADIO ARCHITECTURE

Two of the most popular choices of radio architecture are super heterodyne and 
direct conversion [6]. In the super heterodyne architecture, the frequency conver-
sion is performed in two steps. The use of an intermediate frequency (IF) that is 
lower than the original carrier frequency makes radio design easier, but it requires 
two phase-locked loop (PLL) frequency synthesizers. In addition to occupying large 
chip area, oscillators fabricated on the same chip suffer from unwanted coupling. To 
avoid these issues, a sliding IF architecture is commonly used in modern integrated 
transceivers [3,7,8]. As shown in Figure 7.4a, two local oscillator (LO) frequencies 
are generated from one frequency synthesizer by using frequency multipliers or 
dividers. The IF is often chosen relatively high so that it provides large channel sepa-
ration between the carrier frequency and its image frequency, relaxing the require-
ment for image rejection and eliminating external IF filtering.

Direct conversion, on the other hand, performs the frequency conversion in one 
step, making the radio architecture very simple as illustrated in Figure 7.4b, since 

SS-DBPSK

Control PHY
(MCS 0)

Single carrier
(MCS 1–12)

STF

STF CEF Header Data

CEF Header Data Subfields

Subfields

0.0–45.4 μs4.2–297.6 μs4.7 μs0.7 μs3.6 μs

0.0–45.4 μs0.3–1997.5 μs0.7 μs 0.6 μs1.2 μs

π/2-BPSK π/2-BPSK/QPSK/16QAM

FIGURE 7.3 Packet structure examples.
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the LO frequency is the same as the carrier frequency; special care must be taken to 
avoid frequency pulling from the transmitter (TX) output to the PLL. Also, the LO 
leakage in the receiver (RX) path makes the LO self-mixing, resulting in a dynamic 
dc offset. In spite of these technical difficulties, recent works [9–16] have realized 
a 60 GHz transceiver with direct conversion architecture. Compared to the super 
heterodyne or the sliding IF, the direct conversion architecture typically achieves 
smaller die area and lower power consumption.

In some 60 GHz applications, it is preferable to place an RF module and a base-
band IC (BBIC) in separate locations. Figure 7.5 is an example where the RF module 
and the BBIC are interfaced with a single coaxial cable [17–19]. This can be viewed 
as the super heterodyne architecture split across two chips. The IF and the LO as 
well as some control signals are fed through the coaxial cable, which is suitable for 
PC platforms. For example, in the laptop PC, the RF module should be mounted on 
the display frame to ensure better signal radiation from the antenna, whereas the 
BBIC must be placed close to the processors to minimize signal routings.

REFREF

90°

0°
60 GHz PLL20 GHz 0/90°

and 40 GHz PLL

90°

0°

(b)(a)

FIGURE 7.4 (a) Sliding IF and (b) direct conversion architectures.

1st PLL
or LO Gen

DEMUX
Coax

MUX

ADC

ADC

DAC

PHY
MAC

DAC

REF

90°

0°

2nd
PLL

FIGURE 7.5 Heterodyne architecture using coaxial cable.
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7.4  LOW-POWER CMOS TRANSCEIVER BASED 
ON WiGig/IEEE 802.11AD

This section presents a fully integrated transceiver chipset based on the WiGig/IEEE 
802.11ad for mobile usage [15,20]. The chipset is developed for SC modulation, 
which is advantageous for reducing power consumption. However, SC modulation is 
sensitive to in-band amplitude variations, which are primarily a result of gain varia-
tions of analog circuits and multipath delay spread.

Figure 7.6 illustrates the distortion mechanisms. Since the WiGig/IEEE 802.11ad 
employs a wide modulation bandwidth of 1.76 GHz, it is challenging to maintain a 
flat frequency response over the entire modulation bandwidth. In general, the TX 
signal suffers large attenuation at higher offset frequencies as a result of baseband 
analog circuits, with additional asymmetric distortion due to the nonideal frequency 
response in the 60 GHz signal path. Moreover, the multipath environment causes 
frequency-dependent distortion in the received signal, which is further distorted by 
the RX analog circuits.

To reduce performance degradations due to these signal distortions, the proposed 
chipset employs built-in TX in-band calibration and an RX frequency domain equal-
izer (FDE). In order to minimize the increase of hardware size, the chipset utilizes 
existing circuit blocks and also employs a unique signal processing algorithm of 
the FDE. These techniques relax the requirement of the gain flatness and process 
variations for high-speed analog circuits, leading to less power consumption with 
minimum hardware overhead.

7.4.1 tRansceiveR systeM

Figure 7.7 shows the block diagram of the proposed 60 GHz CMOS transceiver chip-
set. It employs two separate antennas, one for the TX and the other for the RX, to 
minimize the insertion loss from the RF front end to antennas. The radio-frequency 
IC (RFIC) includes the RF front end and the PLL synthesizer, which support all four 
channels allocated at 60 GHz. The BBIC includes PHY and MAC layers as well as 
high-speed interfaces.

Multipath environment

Transmitter Receiver

Ideal signal Distorted by
TX path

Distorted by
multipath

0 fcFreq. Freq. fc Freq.
Distorted by

RX path

fc Freq.

FIGURE 7.6 Illustration of distortion mechanisms.
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The RFIC employs direct conversion architecture in both TX and RX paths, which 
is advantageous for reducing power consumption and die area as mentioned in Section 
7.3. Integrated low-dropout regulators (LDOs) provide regulated 1.25 and 1.4 V dc volt-
ages from the 1.8 V power supply to improve external noise tolerance. A dedicated LDO 
is used for the PLL to achieve better noise immunity. The TX consists of a four-stage 
power amplifier (PA), a quadrature modulator (QMOD), and TX variable gain amplifiers 
(TXVGAs). TXVGAs employ the fourth-order passive low-pass filters (LPFs) for anti-
aliasing. The automatic power control (APC) is performed by using an envelope detector 
(DET) and an 8-bit 1 MHz analog-to-digital converter (ADC). The RX consists of a four-
stage low-noise amplifier (LNA), a quadrature demodulator (QDEM), and RX variable-
gain amplifiers (RXVGAs). In order to cancel the dc offset, the transceiver adopts the ac 
coupling in the RXVGAs. Since the WiGig/IEEE 802.11ad standard requires a stringent 
settling time for achieving high-speed data rates, a two-step gain control algorithm with 
high-pass filter (HPF) cutoff frequency switching is employed [21]. In the proposed 
algorithm, the cutoff frequency of the HPF is set to be 160 MHz at start-up to make the 
convergence time faster. The variable gain amplifier (VGA) gain is adjusted by using a 
binary search algorithm to achieve ±3 dB accuracy. After 0.6 μs, the cutoff frequency is 
switched to a lower value for fine adjustment, and the VGA gain is tuned to within ±1 dB 
accuracy by using a linear search algorithm with 1 dB VGA gain steps.

The LO generation consists of a 30 GHz push–push voltage-controlled oscillator 
(VCO) to eliminate a power hungry 60 GHz frequency divider. The PLL synthe-
sizer incorporates fast frequency calibrations for the VCO subband selection and 
the injection-locked 30 GHz frequency divider [22]. The quadrature hybrid gener-
ates 0°/90° LO signals to drive the QMOD and the QDEM. In the direct conversion 
architecture, it is essential to have accurate quadrature generation at 60 GHz. In this 
design, the magnetic coupling hybrid is used to achieve small amplitude imbalance 
and phase error over wide frequency range [23]. The measured insertion loss is less 
than 1 dB. The measured amplitude imbalance and the phase error are less than 
0.3 dB and 3 deg, respectively, across CH1–CH4.

The BBIC is interfaced with the RFIC through differential IQ analog signals and 
digital control signals. The TX path of the BBIC incorporates 7-bit current steering 
IQ digital-to analog converters (IQ-DACs) with a 3.52 GHz sampling clock. The 
current mode output is directly fed to the RFIC in order to eliminate current con-
sumption of the voltage level shifter and the I-V converter. The RX signal from the 
RFIC is fed to the 5-bit IQ-ADCs, which are interfaced with the RFIC via 100 ohm 
differential microstrip lines with the full scale of 200 mVpp differential voltage. The 
BBIC incorporates the FDE, the TX filter (TXFILT), and the sequencer (SEQ) as 
well as the low-density parity check (LDPC) decoder and encoder, which support 
MCS 0 to MCS 9. Even though the standard specifies higher MCSs, the chipset does 
not support them to reduce power consumption. USB 3.0 and UHS-II (SDIO 4.0) pro-
vide external high-speed interfaces. The AV interface is used for video streaming.

7.4.2 tx calibRation

As mentioned earlier, it is challenging to maintain flat frequency response over the 
wide modulation bandwidth. Although TX amplitude variations can be minimized 
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by a factory calibration, it requires additional testing costs in mass production. So the 
chipset employs BiSC to compensate for TX in-band amplitude variations. Figure 7.8 
shows the block diagram of the proposed TX in-band amplitude calibration. Even 
though 5-bit 3.52 GHz IQ-ADCs in the BBIC can be used to sample the 1.76 GHz 
bandwidth TX signal, a loopback calibration suffers from additional amplitude vari-
ations in the RX path. To minimize the estimation error, the proposed calibration 
detects the power level right after the PA output through the wide-bandwidth 10 dB 
coupler by using the DET and the 8-bit 1 MHz ADC, which are readily available 
from the APC feedback loop, thus requiring no additional hardware.

As illustrated in Figure 7.8, the BBIC generates continuous wave (CW) signals 
with 110 MHz steps from −880 MHz (f1) to +880 MHz (fn) in the digital domain, 
which are converted to analog waveforms. At the DAC output, each signal has con-
stant amplitude level, which is distorted due to frequency variations in the subsequent 
analog circuits. At the PA output, the signal is extracted through the coupler followed 
by the DET. The DET generates the dc signal in proportion to the PA output level. 
The output is digitized by the ADC and then fed back to the calibration algorithm in 
the BBIC. The calibration (CAL) block in Figure 7.8 performs inverse transformation 
and updates filter coefficients for each frequency. The root-raised cosine (RRC) fil-
tering is added to the filter coefficients, which are multiplied with the modulation sig-
nal in the TXFILT to compensate for the entire frequency distortion in the TX path.

7.4.3 Rx calibRation

In general, the time domain equalizer (TDE) is widely used for the SC modula-
tion. However, when the propagation delay is much longer than the symbol duration, 

DAC IFFT MOD

CW

ADC FFT

TXFILT

Update coef.

Inverse transform

CALBBIC
RRC Weight

CAL out

ADC

DET

D
A

C

DAC outPA out

f1 fnf1́ fń

0

DET out

0 RFIC

(f1́ = fLO + f1)

FIGURE 7.8 Block diagram of the proposed TX in-band amplitude calibration. (From 
Saito, N., Tsukizawa, T., Shirakata, N. et al., A fully integrated 60-GHz CMOS transceiver 
chipset based on WiGig/IEEE 802.11ad with built-in self calibration for mobile usage, 
IEEE J. Solid-State Circuits, 48(12), 3146, 2013. Copyright 2013 IEEE.)
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which is the case for the WiGig/IEEE 802.11ad standard, the TDE results in long-tap 
equalization, making the FDE more preferable, especially for smaller hardware size. 
Figure 7.9 shows the flow chart of the conventional FDE. The payload consists of 512 
symbols having the 64-symbol guard interval (GI) and 448-symbol data field, which 
are concatenated periodically. The total 512-symbol data are first synchronized and 
decimated by 2 to reduce sampling speed, and then it is equalized by using 512 pt 
FFT and inverse fast Fourier transform (IFFT). This is equivalent to the 64-tap TDE 
that can equalize up to 64-symbol delay [24]. However, since the sampling speed is 
in gigahertz, this symbol synchronization process normally requires parallel signal 
processing [25], resulting in large hardware and higher power dissipation due to 
large size FFT and IFFT.

Figure 7.10 shows the flow chart of the proposed oversampling/overlapping FDE. 
The incoming signal is sampled with a 50% overlap window using 64 symbols, 
which is the same length as the GI. After being converted into the frequency domain, 
 decimation is performed by extracting 64 pt out of 128 pt, which corresponds to 
the desired signal. Then, it is equalized based on the minimum mean square error 
(MMSE) coefficients, which are calculated from the channel impulse response esti-
mated by the CEF of the packet. Because the proposed overlap FDE does not discard 
the GI, the equalized GI can be used for estimating the residual frequency offset 
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FIGURE 7.9 Flow chart of the conventional FDE. (From Saito, N., Tsukizawa, T., 
Shirakata, N. et al., A fully integrated 60-GHz CMOS transceiver chipset based on WiGig/
IEEE 802.11ad with built-in self calibration for mobile usage, IEEE J. Solid-State Circuits, 
48(12), 3146, 2013. Copyright 2013 IEEE.)
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and the phase error. Therefore, carrier tracking and equalization can be performed 
simultaneously in frequency domain. These phase errors due to synchronization 
error are estimated at every 512-symbol interval and compensated by every equal-
izing block in the frequency domain. The signals are then transformed into the time 
domain by IFFT. After concatenation with 50% overlaps, the equalized 1.76 GS/s 
data are generated.

Due to 50% overlap, the proposed FDE is equivalent to the 32-tap TDE in theory 
[24]. Thus, the maximum excess delay equalized by the proposed FDE is 32-symbol 
delay, which is half of the conventional FDE. This is acceptable for a line-of-sight 
(LOS) short-range communication up to a few meters of distance in a living room, 
where the time of arrival of a main reflected wave is estimated within about 13 ns 
(23 symbols) [26]. The proposed FDE achieves a low power consumption of 115.7 
mW including the power hungry 3.52 GS/s decimation filtering, whereas the publica-
tions [25] and [27] dissipate more than 200 mW in the data path alone.

7.4.4 MoDule anD antenna Design

Figure 7.11 shows the simplified structure of the RF module [28]. It employs the 
multilayer polyphenylene ether (PPE) resin substrate, which is less expensive than 
the low-temperature cofired ceramic (LTCC) substrate, which had been widely used 
at millimeter-wave frequencies.
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FIGURE 7.10 Flow chart of the proposed oversampling/overlapping FDE. (From Saito, N., 
Tsukizawa, T., Shirakata, N. et al., A fully integrated 60-GHz CMOS transceiver chipset 
based on WiGig/IEEE 802.11ad with built-in self calibration for mobile usage, IEEE J. Solid-
State Circuits, 48(12), 3146, 2013. Copyright 2013 IEEE.)
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The TX/RX antennas are printed on the top plane, whereas the RFIC is placed 
on the bottom plane right under the antennas. This structure shortens line length 
from the RFIC to antennas to minimize signal loss at 60 GHz. Each TX/RX antenna 
consists of a four-element patch array. The baseband signals and the control signals 
are fed from the I/O pins on the cavity frame to the RFIC through internal layers. 
This structure provides more than 50 I/O pins with narrow I/O pad pitch of 500 μm. 
The substrate material has relative dielectric constant εr = 3.6 and loss tangent tan 
δ = 0.016 at 60 GHz, offering less than 1 dB loss from the RFIC to the antennas. 
Figure 7.12 shows measured antenna radiation patterns. The antenna gain is 6.7 dBi 
and the beamwidth is 51° for the XZ plane and 55° for the YZ plane.

Figure 7.13 illustrates the layer structure of the module. Line and GND layers (c) 
provide solid ac ground and also help suppress back radiation from the antennas to 
the RFIC. However, if the distance from the RFIC to the ground plane is too close, 
the frequency characteristics of the RFIC may be shifted, which deteriorates trans-
ceiver performance. To avoid this, the GND pattern of the RFIC mounted layer (d) is 
removed to maintain 160 μm spacing from the RFIC.

7.4.5 MeasuReMent Results

Figure 7.14a and b shows die photos of the RFIC and the BBIC, which are fabricated 
in 90 and 40 nm CMOS processes, respectively. The chip sizes of the RFIC and the 
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BBIC are 3.6 mm × 3.75 mm and 6.3 mm × 7.4 mm, respectively. The supply volt-
ages are 1.8 and 2.5 V for the RFIC and 1.1, 1.8, and 3.3 V for the BBIC. Figure 7.14c 
shows the photograph of the RF module and the system board.

Figure 7.15a and b compares the measured output spectrum and constellations 
with and without the proposed TX in-band amplitude calibration. Without calibra-
tion, it shows 17 dB passband droop at 880 MHz. The modulation signal itself has 
3 dB droop and the antialiasing filter introduces 3 dB attenuation at 880 MHz. The 
remaining 11 dB bass-band droop is mainly caused by the analog baseband circuits. 
The proposed calibration reduces the passband droop to 6 dB, resulting in the error 
vector magnitude (EVM) improvement of 4 dB from −18 to −22 dB.

The FDE performance is measured by using two system boards on the desk, TX 
and RX, at the height of 1 m. As shown in Figure 7.16a, a large reflected wave is 
observed at 8 ns delay in this specific condition, which results in the asymmetric 
output spectrum as shown in Figure 7.16b. Using the proposed FDE, the MMSE 
coefficients effectively equalize the in-band amplitude variations. As a result, the IQ 
constellation is converged to the reference points as shown in Figure 7.16c.

Figure 7.17 shows the measured MAC throughput from one station (STA1) to the 
other (STA2), using MCS 5 to MCS 9 with different communication distances. The 
chipset achieves 1.8 Gb/s up to 40 cm and 1.5 Gb/s up to 1 m. The signal waveform 
is also captured over the air by an external horn antenna during bidirectional transfer 
as shown in Figure 7.18. The data from the STA2 have the preamble of 1.9 μs and the 
MCS 9 data of 14 μs. After TX signal transmission from the STA2, the acknowledge 

10
Spectrum mask

4 : WiGig IQ data Zo...Ise
1.0000

Vpk

–1.0000
Vpk

–1.0000
  Vpk

–1.0000
  Vpk

24,575
points

w/o TX Cal
EVM: –18 dB

w/ TX Cal
EVM: –22 dB

w/o TX cal (–18 dB)

4 : WiGig IQ Data Zo...Ise
1.0000

Vpk

–1.0000
  Vpk

1–Q

–1.0000
  Vpk

1.0000
Vpk

24,575
points

w/TX cal (–22 dB)

0

–10

–20

–30

–40

–50

–60

–70
–2 –1.6 –1.2 –0.8 –0.4 0

Offset frequency (GHz)

M
ag

ni
tu

de
 (d

B)

0.4 0.8 1.2 1.6 2
(a) (b)

FIGURE 7.15 Improvement of the proposed built-in self-calibration at 2 dBm output 
power. (a) Measured output spectrum and (b) measured constellations at CH2 with MCS 9. 
(From Saito, N., Tsukizawa, T., Shirakata, N. et al., A fully integrated 60-GHz CMOS trans-
ceiver chipset based on WiGig/IEEE 802.11ad with built-in self calibration for mobile usage, 
IEEE J. Solid-State Circuits, 48(12), 3146, 2013. Copyright 2013 IEEE.)



184 Wireless Transceiver Circuits

–50

–40

–30

–20

–10

0

–5 0 5 10 15
Delay time (ns)

Re
ce

iv
ed

 le
ve

l (
dB

) Reflected
wave

Direct wave

0 0.5
–25
–20
–15
–10

–5
0
5

10
15
20
25

–1 –0.5 1
Offset frequency (GHz)

M
ag

ni
tu

de
 (d

B)

Estimated
channel

MMSE
coefficients

Equalized

Before FDE After FDE

(a) (b)

(c)

FIGURE 7.16 Measured RX FDE results. (a) Received signal against delay time, (b) mag-
nitude compensation of the FDE, and (c) comparison of constellations at −60 dBm received 
power. (From Saito, N., Tsukizawa, T., Shirakata, N. et al., A fully integrated 60-GHz CMOS 
transceiver chipset based on WiGig/IEEE 802.11ad with built-in self calibration for mobile 
usage, IEEE J. Solid-State Circuits, 48(12), 3146, 2013. Copyright 2013 IEEE.)

0.5

1.0

1.5

2.0

10 20 30 40 50 60 70 80 90 100
Distance (cm)

�
ro

ug
hp

ut
 (G

b/
s)

MCS9 (2502.5 Mb/s)

MCS8 (2310 Mb/s)

MCS7 (1925 Mb/s)

MCS6 (1540 Mb/s)

MCS5 (PHY rate: 1252.25 Mb/s)

FIGURE 7.17 Measured MAC throughput over the air from one station (STA1) to the other 
(STA2). (From Saito, N., Tsukizawa, T., Shirakata, N. et al., A fully integrated 60-GHz 
CMOS transceiver chipset based on WiGig/IEEE 802.11ad with built-in self calibration for 
mobile usage, IEEE J. Solid-State Circuits, 48(12), 3146, 2013. Copyright 2013 IEEE.)



18560 GHz CMOS Transceiver Chipset for Mobile Devices

frame (ACK) of MCS 1 from the STA1 is transmitted after the SIFS period of 3 μs, 
based on the WiGig/IEEE 802.11ad frame format.

The performance is summarized in Table 7.2. The TX equivalent isotropic radi-
ated power (EIRP) is +8.5 dBm and the EVM of MCS 9 is −22 dB. The maximum 
PA output power is set to be +2 dBm, which corresponds to 6 dB backoff from the 

TABLE 7.2
Performance Summary

RFIC BBIC

Process (nm) 90 40

Supply voltage (V) 1.8/2.5 1.1/1.8/3.3

Chip size (mm2) 3.75 × 3.6 7.4 × 6.3

TX performance

EIRP (dBm) 8.5

EVM (dB) −22

Carrier/image leakage (dBc) −39.0/−37.7

Power consumption (mW) 347 (RFIC)/441 (BBIC)

RX performance

Received range (dBm) −78 ~ −25

NF at maximum gain (dB) 7.1

Power consumption (mW) 274 (RFIC)/710a (BBIC)

a Excluding interface.
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FIGURE 7.18 Measured signal waveform captured over the air. (a) Measurement setup and 
(b) measured signal waveform. (From Saito, N., Tsukizawa, T., Shirakata, N. et al., A fully 
integrated 60-GHz CMOS transceiver chipset based on WiGig/IEEE 802.11ad with built-in 
self calibration for mobile usage, IEEE J. Solid-State Circuits, 48(12), 3146, 2013. Copyright 
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saturated output power in order to avoid the hot carrier injection (HCI) degradation 
of transistors. The carrier and image leakages are lower than −39.0 and −37.7 dBc, 
respectively, after calibration. In the TX mode, the chipset consumes 347 mW in the 
RFIC and 441 mW in the BBIC, excluding the power consumption of the high-speed 
interface. In the RX mode, the minimum input level sensitivity is −78 dBm and the 
maximum input level is −25 dBm, and the noise figure at maximum gain is 7.1 dB. 
The power consumption in the RX mode is 274 mW in the RFIC and 710 mW in the 
BBIC. Thus, the total power consumption of the chipset is less than 1 W in both TX 
and RX modes. The chipset will be useful for realizing multi-Gb/s fast file trans-
fer between mobile devices. It may be required to extend communication distance 
for some applications such as HD video streaming. This is achieved by pairing the 
proposed chipset with a device employing high antenna gain, such as the one with 
beamforming, which can be installed in a STB or a TV where larger power con-
sumption is acceptable.

7.5 CONCLUSIONS

This chapter has presented a 60 GHz transceiver chipset based on the WiGig/IEEE 
802.11ad that integrates RF, PHY, and MAC layers. In order to compensate for the 
amplitude variations both in the TX and the RX, the proposed chipset employs 
built-in TX in-band amplitude calibration and the RX FDE. The measurement 
shows that the proposed TX in-band amplitude calibration improves the TX EVM 
by 4 dB. In addition, the RX FDE effectively equalizes the in-band gain variation 
in the RX signal due to multipath environment. The chipset achieves the MAC 
throughput of 1.8 Gb/s for up to 40 cm and 1.5 Gb/s for up to 1 m while consuming 
less than 1 W, demonstrating the feasibility of adopting the 60 GHz wireless system 
in mobile devices.
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8 Ultrahigh-Speed Wireless 
Communication with 
Short-Millimeter-Wave 
CMOS Circuits

Minoru Fujishima

8.1 INTRODUCTION

The short millimeter wave has the frequency range of 100 to 300 GHz. One of the 
motivations for studying this range is to realize ultrahigh-speed communication. Data 
rates in both wireless and wireline communications are increasing every year, as 
shown in Figure 8.1.1 In particular, the progress in wireless communication has been 
much faster than that in wireline communication until recently. Currently, 60 GHz 
wireless communication,2–14 which is the most focused communication band in the 
millimeter-wave range, has been adopted as the high-speed wireless communication 
standard such as IEEE 802.11ad, which enables data rates of 6–7 Gbps. Since the 
increase in speed in wireless communication has been almost 10-fold every 4 years 
until now, 100 Gbps wireless will appear in around 2020, assuming the development 
is extrapolated into the future. To realize wireless communication at a higher speed 
than that of the 60 GHz one, we have to study wireless communication with higher 
carrier frequency than that with 60 GHz. This is one of the motivations of studying 
wireless communication with D-band, which is allocated in the lowest frequency 
band in short millimeter wave.
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Transmitter and receiver integrated circuits based on complementary metal oxide 
semiconductor (CMOS), which has the ability to realize such circuits with low-power 
consumption at a low cost compared with those based on compound semiconduc-
tors,15,16 are expected to become widespread. Although high-frequency characteristics 
of silicon devices are inferior to those of compound semiconductor devices such as 
GaAs MESFETs and InP HBT, the transceiver system utilizing a compound semi-
conductor also dissipates a large amount of power. On the other hand, owing to the 
miniaturization of gate length, the maximum operation frequency ( fmax) of N-channel 
metal oxide semiconductor field effect transistor (NMOSFET) in CMOS technology 
exceeds 300 GHz even in mass production technology. The fmax of NMOSFET also 
continues to increase and is expected to be 1 THz by around 2020 according to the pre-
diction based on the International Technology Roadmap for Semiconductors (ITRS) 
2012 RFAMS,17 as shown in Figure 8.2. Considering system integration, particularly 
mobile application, CMOS circuits should be a strong candidate even in the D-band.

In this chapter, the design of promising D-band CMOS circuits for future mobile 
communication is described from device to system layers, and finally, ultrahigh-
speed wireless communication is demonstrated.

8.2 DEVICE DESIGN AND MODELING IN D-BAND

As shown in Figure 8.3, generally, there are three layers for realizing the CMOS 
chip, namely, device, circuit, and system layers. In each layer, there are three tasks 
to accomplish, namely, design, measurement, and modeling. The starting point for 
general analog and radiofrequency (RF) CMOS designers is the circuit layer. The 
process design kit (PDK) is usually prepared by a foundry, and the designers do not 
have to design and characterize devices and establish the model, which is considered 
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to be device engineers’ duty. However, on the other hand, millimeter-wave design-
ers sometimes have to start from the design of the device layout since the PDK for 
millimeter wave, particularly for the D-band, is not necessarily provided. Therefore, 
customization of the millimeter-wave region from the original PDK is generally nec-
essary even though foundry PDK is also utilized. As a result, the most different layer 
between analog/RF and millimeter-wave designs is the device layer. In the case of 
layout for a millimeter wave, it is not easy to apply layout parasitic extraction (LPE) 
since not only parasitic capacitance and resistance affect the performance, but induc-
tance as well.
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Moreover, the parasitic inductance is not easy to extract without using a 3D electro-
magnetic simulator, which requires a high computational cost. So, applying LPE for 
the whole chip is impossible. To solve this problem, we adopt the layout without using 
a parasitic wire connect or LPE, as shown in Figure 8.4, which is named bond-based 
design.18,19 In the bond-based design, all the devices used are in tile layout, with the 
same interface as those of the transmission lines. Thus, metal oxide semiconductor 
field effect transistors (MOSFETs), pads, and capacitors as well as transmission lines 
including L-shape bend and T-shape junction have the same ground–signal–ground 
interface when a coplanar waveguide is adopted in the transmission line. In this 
case, after device parameters are optimized by circuit simulation, all the device tiles 
according to the optimization results are bonded with the same transmission line 
interface. This design style can minimize the discrepancy between the circuit results 
and measurement results. However, when the bond-based design is used, the device 
model, including transmission line interface, is necessary.
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FIGURE 8.4 (a) Precharacterized elements and (b) complete layout diagram in a millimeter-
wave CMOS circuit. All the devices in the millimeter-wave CMOS circuits have the same 
interface as transmission lines have, so that all the devices can be bonded without using wires. 
This layout is called bond-based design. (From Fujimoto, R. et al., IEICE Trans Fundam., 
E96-A(2), 486, February 2013; Pengg, F.X., IEEE MTT-S, 1, 271, June 2002.)
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Precise measurement is also important for robust device modeling. One of the 
techniques for precise measurement is position control of the high-frequency probe. 
Since the wavelength decreases with increasing frequency, even a small fluctuation 
of the probing position on a pad can affect measurement precision.

We use scotch-tape markers on the display, monitoring the silicon chip surface 
with a microscope, as shown in Figure 8.5. By this technique, the probing position 
and scratch shapes look almost the same even if two probes are moved manually 
for different distances between probes, as shown in Figure 8.6. This is because both 
start and end points of the probe skating are well controlled approximately within 
1 µm. Note that the lateral resolution of landing the probes shown in the y-direction 
is also controlled using chip-positioning markers on the display.

After the devices are measured, modeling for the D-band is established. Here, 
although the MOSFET model provided from the foundry may not meet the short-
millimeter-wave band, it is still helpful since valuable information, such as dc 
characteristics with threshold variation, is included. Thus, we focus on the error 
between the provided model and short-millimeter-wave characteristics, and try to 
establish the error model. Conventionally, studies on the extraction of MOSFET 
parameters in the millimeter-wave region have been reported.20–24 In these studies, 

Probe skating markers

Chip positioning markers

FIGURE 8.5 Scotch-tape markers on the display to control the positions of probes.

(a) (b) (c)

FIGURE 8.6 Chip micrograph after probing of on-chip devices: (a) through dummy, (b) 
transmission line of 80 µm length, and (c) transmission line of 120 µm length. Positions as 
well as shapes of scratches made by probing are almost the same on pads even though the dis-
tances of the two probes are different among (a–c). Positions of probes and pads are aligned 
by scotch-tape markers attached on a display monitoring a chip surface.
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the subcircuit extension model, comprising series inductors and parallel capacitors, 
was used for a simple RF model, such as that shown in Figure 8.7a. The reported 
method of parameter extraction can be used to explain the behavior of a MOSFET 
up to microwave frequency range and at a fixed biasing point. However, the method 
cannot be used to explain the behavior over a broad frequency range, nor at the 
desired biasing points, as shown in Figure 8.7b. In the conventional subcircuit 
model, the topology is determined first, and a non-quasi-static (NQS) effect caused 
by the delay from the stimulation of gate voltage to the reaction of drain current 
cannot be considered unless the core compact FET model takes it into account. As 
a result, it is difficult to match all the scattering parameters between measurement 
and simulation results as shown in Figure 8.7b. Although the NQS delay is typically 
0.1–0.2 ps25 and it is insignificant in microwave, it affects the device performance 
significantly in the terahertz region. Measured NQS delays of a MOSFET with the 
40 nm process after removing parasitic resistances are shown in Figure 8.8. Note 
that not all the foundries provide the compact model with sufficiently  precise NQS 
effect in the terahertz region, although the NQS is sometimes considered in the 
original compact model. To address this issue, we modeled the wrapper admit-
tance matrix Ywrap derived by subtracting admittance matrices obtained from the 
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Port 1 Port 2
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Cl Cr
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Ll Lr
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Simulation Simulation

S11 S22
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FIGURE 8.7 (a) Basic RF device model using subcircuit extension comprising series induc-
tances and parallel capacitances. (b) Comparison of reflection characteristics obtained by 
measurement and simulation using a single-stage common-source amplifier using the sub-
circuit extension model. Note that transmission coefficients S21 and S12 show good agreement 
between measurement and simulation results.
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simulation results using the provided PDK model YPDK from the matrices obtained 
from the measured results Ymeas, as shown in Figure 8.9a.26 This error term has four 
elements of the 2 × 2 admittance matrix. Note that y12 and y21 of Ywrap are different if 
the NQS is not precisely considered. Each element of the 2 × 2 error matrix is mod-
eled by four equivalent circuit branches, and y12 and y21 branches are connected to 
voltage-controlled voltage sources. Admittances in four branches are derived from 
four elements of Ywrap as
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y y
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where yin, yreverse, yforward, and yout are shown in Figure 8.9b. This modeling with the 
wrapper matrix is named the Y-wrapper model. The Y-wrapper model can cover 
the dedicated effects in the D-band even if ultrahigh-frequency effects are not con-
sidered in the original core FET model. The Y-wrapper model is valid across all 
bias conditions by using voltage-dependent passive devices in each branch shown 
in Figure 8.9b. Figure 8.10 shows comparison of reflection characteristics between 
measured and simulated results using the Y-wrapper model. As shown in Figure 
8.10, the Y-wrapper model shows better agreement with the measured results than 
the subcircuit model shown in Figure 8.7b. By using a single-stage common-source 
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FIGURE 8.8 Measured NQS delay of a MOSFET with gate width and length of 32 µm and 
40 nm, respectively. Drain voltage is 1.1 V.



196 Wireless Transceiver Circuits

amplifier as shown in Figure 8.11, measured results and simulation results are com-
pared. Comparison results are shown in Figure 8.12 at a variety of gate and drain 
voltages. As shown in figures, from off- to on-states, all the S-parameters show good 
agreement between those obtained from the measurement and simulation with the 
Y-wrapper model. Note that since the error term modeled by the Y-wrapper is not 
precisely based on the physical model, the Y-wrapper model have to be extracted for 
each transistor size when different transistor sizes are used in a circuit. To extract 
the values of the components in the Ywrap, characteristics of each branch in frequency 
domain are approximated by rational polynomial Laplace functions, orders of which 
should be optimized to fit the measured results. Additionally, although temperature 
dependency can be implemented in the Y-wrapper model by using temperature-
dependent passive branches, it is not considered yet in the current Y-wrapper model.
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FIGURE 8.9 (a) In the Y-wrapper model, wrapper admittance matrix Ywrap is calculated by 
subtracting the admittance matrix obtained from the provided PDK model YPDK from that 
obtained from measurement Ymeas. Four elements of Ywrap are replaced by four branches shown 
in (b). Note that voltage sources shown in (b) are controlled by the voltage of the port on the 
other side.
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8.3 ULTRAWIDE-FREQUENCY D-BAND AMPLIFIER

Now, we can identify the starting point of the circuit design. One of the advan-
tages of utilizing the D-band is potential availability of a wide-frequency band. If 
we can utilize a wide-frequency band, simple modulation such as amplitude-shift 
keying (ASK) can be adopted to realize low-power consumption. Note that since 
the envelope of a communicating signal is formed with the amplitude variation, 
demodulation fails when the envelope of the signal collapses. As a result, the 
ASK requires a flat frequency response of both gain and group delay to preserve 
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FIGURE 8.10 Comparison of reflection characteristics between measured (symbols) and 
Y-wrapper model (lines) scattering parameters of a MOSFET at a variety of gate and drain 
voltages. Note that transmission coefficients S21 and S12 show good agreement between mea-
surement and simulation results.
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the envelope. For example, as shown in Figure 8.13, a large variation of either gain 
or group delay degrades the ASK envelope at the output of the amplifier. Here, 
in the microwave ultrawide band (UWB), a technique using a group delay equal-
izer has been proposed to keep the group delay constant in the target frequency 
band.27 However, this technique increases the power consumption and decreases 
the communication speed owing to the equalizer, which adjusts the group delay 
using passive devices with a considerable insertion loss. On the other hand, when 
an amplifier with a constant group delay is achieved, no gain degradation due to 
the equalizer occurs, and the receiver can obtain sufficient sensitivity. Flat gain 
and group delay of the amplifier can be achieved by properly distributing the 
poles of interstage matching networks. Design details are described in Ref. [28]. 
We have fabricated the D-band wideband amplifier using standard 1P12M 65 nm 
CMOS technology. Figure 8.14 shows a six-stage wideband 140 GHz CMOS 
amplifier, which comprises one cascade stage and five common-source stages. As 
shown in the chip micrograph, this amplifier is based on the bond-based design. 
In the amplifier micrograph, dedicated decoupling capacitors, named zero-ohm 
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transmission line, are shown at the end of the short stub.29 Measured gain and 
group-delay performance are shown in Figure 8.15a, where simulated results are 
also shown for comparison. The performances are compared among conventional 
millimeter-wave amplifiers,30–35 as shown in Figure 8.15b. With careful optimiza-
tion of device parameters, we have successfully demonstrated a gain bandwidth 
of 12 GHz within 0.1 dB ripple and ±13.1 ps group delay within the 3 dB band-
width of 27 GHz.
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8.4  135 GHZ LOW-POWER AND HIGH-SPEED 
WIRELESS COMMUNICATION CHIPSET

To realize high-speed wireless communication with low-power consumption,  we 
fabricated an ASK transceiver chipset. To achieve an ASK transceiver in sub-
terahertz region, frequency multipliers in a transmitter and sub-harmonic mixers in 
a receiver were used in Ref. [40]. However, multiplier-based architecture consumes 
a large amount of power due to considerable insertion loss in frequency-multiplying 
operation. The building block without using multiplier-based architecture used in 
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FIGURE 8.13 Frequency response and time domain response are compared in the case of 
two amplifiers with (a) flat gain and large group delay variation and (b) flat group delay and 
large gain variation. On and off periodical ASK signal with 10 Gbps data rate is applied to 
both amplifiers. In both cases, the envelope of the output is distorted and the on–off ratio is 
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this study is shown in Figure 8.16. As shown in Figure 8.16, simple architecture 
is realized utilizing ASK modulation, where power-hungry PLL, ADC/DCA, and 
DSP are not necessary.5,13 As a result, low-power consumption is realized. On the 
other hand, a wide-frequency band is required for ASK modulation. For example, 
10 Gbps ASK modulation requires at least a 10 GHz bandwidth. It is not sufficient 
to use a 60 GHz band, where at most a 9 GHz total bandwidth is available. On the 
other hand, a wider frequency band is potentially available above 100 GHz,36 where 
mainly passive applications such as radio astronomy and earth exploration satellite 
are allocated. We chose the 135 GHz band to avoid the conflict of frequency bands 
allocated exclusively to passive applications, as shown in Figure 8.17.37
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8.4.1 tRansMitteR chiP

The ASK transmitter module has only an oscillator and an ASK modulator. A build-
ing block of a general ASK transmitter is shown in Figure 8.18a, where a power 
amplifier (PA) is required to realize sufficient output power for wireless transmis-
sion. Since the PA consumes typically half of the transmitter power, we can reduce 
the power consumption by half if the PA is omitted. Figure 8.18b shows the proposed 
transmitter. To increase the output power of the oscillator, a push–push oscillator, 
generating a second-harmonic signal, is adopted instead of using a fundamental 
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Passive application
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135 ± 10 GHz

Passive application
in region 2

FIGURE 8.17 Target operation frequency for a D-band CMOS transceiver. Target fre-
quency is selected while avoiding frequency bands in the D-band allocated exclusively to 
passive applications. Here, region 1 is Europe, Africa, and Russia. Region 2 is North and 
South America. Region 3 is Asia and Oceania.
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FIGURE 8.18 Block diagrams of (a) conventional ASK transmitter and (b) proposed 
PA-free ASK transmitter. By using a push–push oscillator and a matching modulator, compa-
rable output power is obtained without using a PA.
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oscillator. Although the fundamental signal is generally stronger than the second-
harmonic signal, the output power of the buffer is small. Figure  8.19 shows the 
simulated output power and power consumption of a fundamental oscillator as a 
function of load impedance. To achieve a high frequency, the core gate width should 
be smaller than that of push–push one and the output power may be improved up to 
−6.8 dBm at the optimized load of 500 Ω. However, 500 Ω is hardly achieved by 
the gate of a MOSFET buffer since the input resistance increases up to only 132 Ω 
by decreasing the gate width up to 1 μm at the frequency of the voltage controlled 
oscillator (VCO). On the other hand, in the case of the push–push oscillator, since 
the fundamental oscillation frequency is half of 135 GHz and no buffer MOSFET 
is required, the core MOSFET can be large, which can generate a larger amount 
of output power. When the parameter is optimized, −0.7 dBm output power can 
be obtained. Additionally, when the PA is omitted, the ASK modulator and output 
matching network can be merged, which reduces the total insertion loss. As a result, 
sufficient output power can be obtained even if the PA is omitted.

The output power of the push–push oscillator varies depending on the load 
impedance. Output-power contour as a function of load impedance is shown in 
Figure 8.20a, which is obtained from load-pull simulation based on periodic steady-
state (PSS) analysis. As shown in Figure 8.20a, the capacitive load can increase 
the output power of the push–push oscillator. Figure 8.20b shows schematics of a 
transmitter. The modulator comprises two shunt switches and a series transmission 
line (TL2). TL1 is a power feed for an oscillator. By changing the parameters of 
TL1, TL2, and the coupling capacitor, the load of the oscillator is adjusted. Note 
that the shorter length of TL2 degrades the on–off ratio of the ASK modulator as 
shown in Figure 8.21a. Trajectories of the load impedance of the oscillator with 
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changing TL1, TL2, and C1 are shown in Figure 8.21b. The load impedance should 
be optimized within the sufficient on–off ratio. Measured output spectrums of the 
modulated and unmodulated transmitter output is shown in Figure 8.22, where the 
on–off ratio of the modulator is 19 dB. Note that the output frequency slightly 
changes from 135.49 to 135.32 GHz when the ASK modulator is turned on to off. 
The measured output power and the power consumption of the transmitter are 
shown in Figure 8.23. Measured output power from the transmitter is smaller than 
the expected one obtained from the simulation results even though the insertion 
loss by the modulator is considered. One of the reasons for the discrepancy is that 
nonlinear characteristics of the D-band MOSFET model is not sufficiently accu-
rate. Phase noise of the transmitter is shown in Figure 8.24 when the modulator is 
on. Phase noise at 1 MHz offset is −80dBc/ Hz.
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FIGURE 8.20 Output power of the push–push oscillator is dependent on the load. (a) Power 
contour plot is shown as a function of load impedance. (b) Schematic of a 135 GHz CMOS 
amplifier-free transmitter. The load of the push–push oscillator is adjusted by TL1, TL2, and C1.
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8.4.2 ReceiveR chiP

The receiver comprises the D-band amplifier, detector, and limiting amplifier with 
dc offset cancellers. The envelope detector is realized by a common-source amplifier 
with gate bias of near threshold voltage to maximize nonlinearity.38 As described in 
Section 8.3, the flatness of gain and group-delay frequency response are important 

–5.0 dBm
–3.6 dBm

–2.3 dBm

TL1 length

TL2
length

C1 capacitance

–20

–15

–10

–5

0

–25

–30
0 50 100 150

Transmission line (TL2) length (μm)
200 250

(a)

(b)

300
0

10

Off

15

20

25

30

5

130G Hz

Maximum
ON/OFF ratio

Minimum
insertion loss
(design value)

On
In

se
rt

io
n 

lo
ss

 (d
B)

O
n/

O
ff 

ra
tio

 (d
B)

FIGURE 8.21 (a) Simulated results of insertion loss and on–off ratio of the modulator as a 
function of the length of transmission line TL2 in Figure 8.16. Insertion loss is evaluated by 
S21 when the port 1 is oscillator output and the port 2 is 50 Ω with a pad. (b) Trajectories of 
the load impedance of the oscillator with changing TL1, TL2, and C1 in Figure 8.16.
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for high-speed ASK modulation. Note that the detector and D-band amplifier oper-
ate in the 135 GHz band, as shown in Figure 8.25a. As a result, the total frequency 
response of the D-band amplifier and detector should be flat with regard to gain and 
group delay to achieve a high data rate. Here, since the detector converts 135 GHz 
to the baseband, the input frequency of the D-band amplifier and the output fre-
quency of the detector are different, where normal S-parameter analysis cannot be 
applied. To check the frequency flatness with regard to gain and group delay, the 
ideal mixer and oscillator module are inserted in the circuit simulation as shown 
in Figure 8.25b. In this case, the baseband signal is applied at the simulation input, 

Res BW 30 kHz

–65

–60

19 dB
0.5 V

0.6 V

1.1 V(''0'')

O
ut

pu
t p

ow
er

 (d
Bm

)
–70

–75

–80

–85

–90
135.3

Frequency (GHz)

BB = 0.0 V (''1'')

(a)

(b)

135.35 135.4 135.45 135.5

Mkr1
Atten 5 dB

Marker
15.700000000 GHz
–69.06 dBm

Ref  –60 dBm
Peak
Log
5
dB/

W1 S2
S3 FC

Center 15.7 GHz
Sweep 28.63 s (401 pts)

Span 20 GHzVBW 30 kHz

15.70 GHz
–69.06 dBm

FIGURE 8.22 Measured output spectrums of the transmitter. (a) Unmodulated output spec-
trums with the gate voltages of the modulator (BB) of 1.1 V (off), 0.6 V, 0.5 V, and 0 V (on), 
and (b) modulated output spectrum.



208 Wireless Transceiver Circuits

which is upconverted at the input of the D-band amplifier and downconverted by 
the detector. As a result, gain and frequency flatness can be checked in the base-
band frequency. Since the input signal of the detector is the data modulated by the 
D-band carrier and downconverted to the baseband, we first evaluated the frequency 
response of the detector utilizing the same method shown in Figure 8.25b. Then, 
the frequency response of the D-band amplifier is designed to compensate the fre-
quency response of the detector to achieve a total flat response. Figure 8.26 shows 
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the frequency responses of gain and group delay obtained from the circuit simula-
tion. As shown in Figure 8.26, the total frequency response of the D-band amplifier 
and the detector is flat, although those of the D-band amplifier alone are not flat. The 
measured S-parameters of the D-band amplifier are shown in Figure 8.27. Although 
no measurement results of the total frequency response of the D-band amplifier and 
the detector, as shown in Ref. [39], are available, sufficient frequency  characteristics 
are indirectly confirmed by the measurement results of the communication test 
described in the next subsection.

8.4.3 MeasuReMent

This transceiver chipset is fabricated with 40 nm CMOS technology. Chip micro-
graphs of the transmitter and receiver are shown in Figure 8.28. The core area is 
0.32 mm2 for a transmitter, where the chip area is reduced by the PA-free architec-
ture. The chip size of the receiver is 0.8 mm × 2.1 mm. Figure 8.29 shows the mea-
surement setup of the wireless test using the transceiver chipset. The wireless test 
is realized using two probe stations, and two horn antennas are directly connected 
to the waveguide probes. A 231–1 pseudorandom-bit signal (PRBS) is applied for 
the digital input of the transceiver. The distance between two horn antennas is 
10 cm. Note that the PA will be necessary in the case of longer communication 
distance. The eye diagram obtained at the receiver output in the case of 10 Gbps 
data rate is shown in Figure 8.30a. Figure 8.30b shows bit error rate as a function 
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of data rate. The bit error rate is less than 10–11 below 10 Gbps. It is found that the 
error-free maximum data rate is 10 Gbps. Table 8.1 shows the measured power 
consumption of the transmitter and receiver. Table 8.2 shows the  comparison of 
short-millimeter-wave transceivers.14,15,40–43 The power consumption of our trans-
ceiver is 98 mW, where the power consumptions of a transmitter and a receiver are 
18 and 80 mW, respectively. This is the lowest power consumption among short- 
millimeter-wave transceivers.

TABLE 8.1
Measured Power Consumption of the Transmitter and Receiver

TX Oscillator 17.9

Modulator 0

RX LNA 59.8

Detector 0.7

BB amp 16.8

Buffer 3.1

Total 98.4

The power consumption is 17.9 mW for the transmitter and 80.5 mW for the receiver. 
The total power consumption is 98.4 mW.
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wireless signal. 231–1 PRBS is applied for digital input. (b) Bit error rate as a function of data 
rate. Wireless distance is 0.1 m. The maximum measured data rate with a BER of less than 
10–11 is 10 Gbps.
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8.5 CONCLUSIONS

In this chapter, an overview of chip development for the D-band is described. To 
realize the D-band circuits, device optimization, as well as circuit optimization, is 
generally necessary. By carefully optimizing the device layout and model, we real-
ized a 135 GHz 98 mW 10 Gbps ASK transmitter and receiver chipset fabricated 
with 40 nm CMOS technology. In the chipset, a PA-free architecture is adopted in 
the transmitter to realize low-power operation, and codesign of the D-band amplifier 
and detector is applied in the receiver to realize a high data rate. The chipset was 
verified with a wireless propagation test for 10 cm distance. As a result, the CMOS 
transceiver operating over 100 GHz will be one of the candidates for high-speed and 
low-power wireless applications.
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9 Photonics-Enabled 
Millimeter-Wave 
Wireless Systems

Jeffrey A. Nanzer, Timothy P. McKenna, 
and Thomas R. Clark, Jr.

9.1 MILLIMETER-WAVE WIRELESS SYSTEMS

The term millimeter-wave, commonly abbreviated MMW, mmW, mm-wave, or 
mmWave, nominally refers to the frequency range of 30–300 GHz (wavelengths of 
the range 1–10 mm) and corresponds to the extremely high frequency (EHF) band 
of the International Telecommunication Union (ITU) band designations and extends 
from the Ka-band through the mm band of the IEEE standard letter band designa-
tions (see Table 9.1). The millimeter-wave region of the electromagnetic spectrum 
has long been an area of significant interest in the remote-sensing community due to 
the ability to achieve finer spatial resolution with smaller physical apertures than can 
be achieved at lower frequencies. Applications in missile guidance radar systems and 
radio astronomy extend back decades [1,2], where technologies focused on W-band 
(75–110 GHz) frequencies, in particular near 94 GHz where atmospheric absorption 
is low, allowing long propagation distances. Reasonable fractional bandwidths at 
millimeter-wave frequencies translate to very large relative baseband bandwidths, 
thereby allowing for significantly better resolution in time and space. Many devices 
were developed for these applications; however, compared to lower-frequency 
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devices, the performance of millimeter-wave components and systems was lacking 
in terms of noise, efficiency, and cost.

The drive for increased signal bandwidth—and thus increased data rate—in cur-
rent and future communications systems coupled with the need for improved spa-
tial resolution in remote-sensing systems has driven millimeter-wave technologies 
to the point where greater availability, improved performance, and lower cost of the 
devices has made the development and production of millimeter-wave applications 
much more feasible. Wireless communications systems today generally operate at 
lower microwave frequencies where components have better performance at lower 
cost. WiFi (IEEE 802.11) compliant networks operate in the 2.4–5 GHz band, while 
GSM cellular telephone systems operate below 2.0 GHz. The bandwidth at these 
frequencies is, however, constrained compared to millimeter-wave frequencies, and 
future systems will require bandwidth exceeding what is possible at microwave fre-
quencies. A high bandwidth wireless personal area network (WPAN) standard was 
recently defined (IEEE802.15.3c) specifying wireless data rates up to 5.28 Gbps 
operating between 58.3 and 64.8 GHz, and the recent IEEE 802.11ad is specified 
to operate in the 60 GHz band. Communications systems operating in the V-band 
(40–75 GHz) are thus actively being pursued, as well as systems in the W-band. 
Meanwhile, millimeter-wave security sensors achieving spatial imaging accuracy on 
the order of millimeters are already deployed in airports and other checkpoints, with 
future developments seeking to enable longer ranges and improved resolution. While 
many advances in millimeter-wave technologies have been made, future applications 
drive requirements that necessitate further technological development. For example, 
communications systems require more bandwidth and improved spectral efficiency 
to achieve higher data rates, while radar and imaging systems require increased 
transmit power and improved receiver sensitivity along with increased bandwidth.

Electronic millimeter-wave devices are able to support some of the requirements 
of developing systems; however, limitations exist that are extremely challenging 
to overcome. For example, generating sufficiently low-noise millimeter-wave sig-
nals to enable high-modulation format communications signals has proven difficult 

TABLE 9.1
IEEE Microwave and Millimeter-Wave Band Designations

Band Designation Frequency Range (GHz)

L 1–2

S 2–4

C 4–8

X 8–12

Ku 12–18

K 18–26.5

Ka 26.5–40

V 40–75

W 75–110

mm 110–300
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using electronic techniques. Electrical oscillators generate stable tones with low-
phase noise at MHz frequencies that can then be multiplied up to GHz frequencies; 
 however, the phase noise of the output frequency is increased by 6 dB with every dou-
bling in frequency, severely reducing the noise performance at high  millimeter-wave 
frequencies. Millimeter-wave diode oscillators such as IMPact ionization avalanche 
transit-time (IMPATT) and Gunn oscillators can generate high powers across a wide 
frequency range; however, they have generally poor noise performance. Upconversion 
and downconversion of waveforms to and from the millimeter-wave carrier frequency 
using electronic heterodyne architectures are inherently limited by the finite band-
width that mixers can support, and the amplitude and phase variation across the pass-
band can vary significantly. Millimeter-wave transmission lines are lossy, placing 
severe restrictions on the distance that millimeter-wave signals can be transported.

Photonic techniques have made significant advances in recent years and offer 
approaches to significantly reduce or eliminate the drawbacks associated with 
 millimeter-wave technologies. Techniques such as photonic signal generation,  signal 
upconversion and downconversion, and optical remoting offer significant advan-
tages in performance over electronic techniques. Combined with the contemporary 
advances in millimeter-wave electronic technology, photonic technology enables 
 significant advances in communications and remote sensing. This chapter will 
 discuss several recent advances focused on millimeter-wave wireless systems, with a 
focus on millimeter-wave communications systems.

9.2 MOTIVATIONS FOR MILLIMETER-WAVE TECHNOLOGY

Relative to systems operating at lower frequencies, millimeter-wave wireless sys-
tems have important benefits. Due to the shorter wavelengths of the radiated signals, 
components and systems can be made smaller and more compact than microwave 
systems. The antenna aperture in particular can be made physically much smaller 
while maintaining the same electrical performance such as gain and directivity. 
Conversely, physically increasing the size of a millimeter-wave antenna improves 
directivity and gain, while the size can still be relatively small compared to micro-
wave frequencies. For example, a 10 GHz Cassegrain reflector antenna with 48 dBi 
gain requires a primary reflector with a diameter of approximately 3 m, whereas a 
94 GHz Cassegrain with the same gain requires a primary reflector with a diameter 
of approximately 0.3 m.

A significant benefit of operating wireless systems at millimeter-wave frequen-
cies is the large bandwidth that is available. Because the fractional bandwidth of 
standard electronic designs is relatively constant over frequency, wider bandwidths, 
and thus increased data rates, can be achieved at millimeter-wave frequencies. The 
primary detriment to propagation is the absorption of electromagnetic energy (or, 
equivalently, attenuation of the signal) incurred by propagation through the atmo-
sphere. Figure 9.1 shows the atmospheric absorption at sea level as a function of 
frequency with 15°C temperature and 50% humidity, where it can be seen that there 
exist frequency bands where the absorption is low as well as some bands where 
the absorption is very high. The overall trend is an increase in absorption as the 
frequency increases. The high absorption bands are due to absorption of water or 
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oxygen molecules; the areas in between these bands are referred to as atmospheric 
windows, where long-range propagation is possible. The absorption plot changes 
with temperature, humidity, and weather conditions, generally with greater attenua-
tion than is shown [3].

Atmospheric absorption is not the only factor to consider when designing a 
 millimeter-wave wireless system. In particular, for communication systems, the opti-
mal frequency band should also be determined by the required data rate that is to be 
realized. An optimal band can be determined by considering the channel capacity 
using Shannon’s theorem C = B log2(1 + SNR), where C is the channel capacity, B is 
the bandwidth, and SNR is the signal-to-noise ratio. The size of the system is also 
an important consideration; thus, in determining the optimal frequency band, the 
antenna diameter is fixed in the following analysis to 0.3 m (12 in.), and a Cassegrain 
reflector is assumed. To evaluate the optimal frequency, a figure of merit used is the 
transmit power multiplied by the SNR required to achieve the specified capacity. 
Figure 9.2 shows the results of an evaluation to achieve capacities ranging from 1 to 
100 Gbps for a 50 km link for a 10% fractional bandwidth assuming the atmospheric 
conditions described in Figure 9.1. For capacities 10 Gbps and higher, the optimal 
region for operation occurs in the W-band (75–110 GHz) due to the lower SNR 
requirements than at the lower frequencies. For lower capacities, the 30–50 GHz is 
preferable due to lower atmospheric attenuation.

9.3 MOTIVATIONS FOR PHOTONIC TECHNOLOGY

Photonics technology offers a number of benefits over traditional all-electronic 
implementations. Particularly advantageous is the broad bandwidth capability 
of photonics, which can be fully utilized with photonic frequency synthesis [4], 
and photonic upconversion [5–8] and downconversion [9–12], as shown in the 
photonics-enabled millimeter-wave transceiver of Figure 9.3. Low loss signal trans-
port through photonic remoting and photonic interfacing of subsystems also allows 
preferential hardware distribution, packaging and efficient interconnections [13]. 
Additionally, photonic implementations support the linearity and SNR require-
ments needed for complex spectrally efficient modulation formats. A wide variety 
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of such formats and the supporting optical components have been developed for 
fiber-optic telecommunications over the past few years with data rates far exceeding 
those discussed earlier.

As discussed earlier, electronic mixer bandwidths are presently an impediment 
to achieving high data rate in millimeter-wave systems. In [13], a 9 Gbps W-band 
wireless communications link was presented with 2.8 bits/s/Hz spectral efficiency. 
In that work, photonic upconversion and photonic carrier generation were utilized; 
however, the bandwidth was limited by an electronic mixer in the receiver archi-
tecture. The total bandwidth and nonuniformity across the operating band of the 
electronic mixer required alteration of the modulation format at the spectral edges, 
as shown in Figure 9.4, to a more distortion- and noise-tolerant format, which also 
had lower spectral efficiency, quadrature phase shift keying (QPSK). The subcarrier 
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signals in the center of the band, where the mixer had less distortion, could maintain 
a high modulation of 16-QAM. Millimeter-wave amplifiers and antennas support 
much wider bandwidths than electronic mixers and, when combined with photonic 
upconversion and downconversion, offer a promising path forward. Figure  9.5a 
shows an experimental example of a broadband complex data signal. Here, 40 Gbps 
16-QAM data have been encoded on a single optical carrier. Handling such broad-
band signals is not possible with today’s electronic mixer technology. Figure 9.5b 
shows the experimental constellation and eye diagrams of the 40 Gbps 16-QAM 
encoded data output. An architecture employing photonic upconversion and pho-
tonic downconversion will enable full capitalization of the photonic bandwidth 
advantages.

Photonic remoting and interfacing for microwave and millimeter-wave sys-
tems has long been seen as an advantage for future systems. The attenuation 
over optical fiber is typically measured to be ~0.2 dB/km and the RF operating 
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frequency is deemed largely irrelevant for millimeter-wave frequencies as the sig-
nals are transported on optical carriers (typically ~193 THz for the lowest fiber 
loss region). Even short subsystem interfaces in waveguide (~3 dB/m in WR-10 at 
80 GHz) and integrated circuit stripline (~0.09 dB/mm for 45 μm thick benzocy-
clobutene at 80 GHz) would require all desired circuit functions to be closely inte-
grated. Employing fiber remoting and photonic generation, signal conditioning 
and upconversion and downconversion functions will enable much more efficient 
systems with necessary implementation options for numerous form factors. The 
following sections discuss architectures and progress toward incorporating all of 
the advantages and versatility inherent to photonic technologies into millimeter-
wave wireless systems.

9.4 PHOTONIC GENERATION OF MILLIMETER-WAVE SIGNALS

Photonics offer a number of ways to generate signals at millimeter-wave frequen-
cies, including photomixing [14], quantum cascade lasers [15], and laser pulse tech-
niques [16]. Through photomixing, continuous, stable, variable-frequency signals 
can be generated at frequencies limited only by the photodiode bandwidth and the 
modulating signal. In this technique, a dual-wavelength (dual-λ) signal consisting of 
two optical signals separated in (optical) frequency by the desired millimeter-wave 
frequency fmmw are combined onto a single optical fiber and input to a high-speed 
photodiode. The electrical signal at fmmw is generated as the beat frequency between 
the two optical fields through photomixing. The photodiode current is proportional 
to the incident electric field through

 
i t E t( ) = ( )η 2 ,  (9.1)

where η is the photodiode responsivity. The incident electric field contains compo-
nents at the two frequencies separated by fmmw, and is given by

 
E t A f t A f t( ) = ( ) + ( )1 1 2 22 2cos cos .π π  (9.2)

In general, a phase offset may be present between the two components; however, for 
the generation of millimeter-wave frequencies, the phase offset is inconsequential. 
The photodiode current due to the incident field is then given by
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The frequency terms f1 + f2, 2f1, and 2f2 are optical frequencies and are filtered by 
the finite bandwidth at the photodiode output. The constant terms exist at dc and are 
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filtered out by the electronics, such as the high-power amplifier (HPA) or antenna. 
Thus, the only component remaining is the millimeter-wave term of interest, given by

 
i t i f t( ) = ( )0 2cos ,π mmw  (9.4)

where fmmw = |f1 − f2| and the responsivity and amplitudes have been folded into the 
peak photocurrent i0. Thus, by generating dual-λ optical signals with signal compo-
nents separated by the desired carrier frequency, millimeter-wave signals are gener-
ated at the output of the photodiode. These signals can then be fed to a front end 
consisting of an HPA and antenna.

Crucial to the carrier generation via the two optical fields mixing to form the 
millimeter-wave carrier is the quality and relation of the fields, and, in particular, the 
phase noise of the resulting millimeter-wave carrier is important for high-modulation 
formats. There are generally three methods to generate dual-λ optical signals for 
photomixing generation of the millimeter-wave carrier: a heterodyne carrier genera-
tion (HCG) architecture using two separate lasers (simple but generally too noisy), a 
double-sideband suppressed carrier (DSCS) architecture using a single laser (simple 
and low noise), and a multiwavelength laser generating the two optical tones (more 
complicated to implement but potentially has very low noise).

The benefits of an HCG architecture using separate lasers include unrestricted 
frequency tuning, provided the photodiode bandwidth is sufficient, as well as effi-
cient use of the generated optical power, as 100% of the laser output power can be 
utilized to generate the millimeter-wave carrier. While it is simple, stringent require-
ments on both the optical wavelength stability and the optical lineshape are prohibi-
tive for high-modulation formats. For two independent lasers, there is no correlation 
between the two fields and the linewidth, and therefore phase noise, of the resultant 
millimeter-wave carrier, is completely determined by the two optical lineshapes. In 
Figure 9.6, the optical linewidth limitation with the two optical fields mixing on an 
ideal photodiode is shown through simulation. The rms noise is quantified as an 
error vector magnitude (EVM). As an example, for a desired transmitter SNR of 
25 dB, supporting a 64-QAM modulation format, a transmitter EVM better than 8% 
or a linewidth of both optical fields to be better than 6 kHz is required, as shown by 
the dotted line in Figure 9.6. While not an impossible requirement, such lasers are 
currently not widely available.

The simplest approach to dual-wavelength optical signal generation, one that also 
achieves relatively low noise, is a DSCS generation method, shown in Figure 9.7. 
Here, a single laser is input to a null-biased intensity modulator, resulting in multiple 
double sidebands at frequencies of integer multiples of the drive frequency and a sup-
pressed optical carrier. The signal driving the modulator must be at most ½fmmw, as 
the resulting sidebands tones are separated from the optical carrier by this frequency. 
By appropriately null-biasing the modulator, the carrier can be suppressed, leaving 
only the two sidebands, separated by fmmw. For example, a Mach–Zehnder modular 
biased at quadrature and driven with a 40 GHz electrical signal will generate side-
bands separated by 80 GHz. After photomixing, the 80 GHz tone will remain at the 
output of the photodiode. The level of carrier suppression achieved depends on the 
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accuracy of the modulator bias. While in this example the photomixing of the opti-
cal carrier will generate signals at 40 GHz, which are far enough separated from 
the desired 80 GHz to be easily filtered, these undesired signals take energy away 
from the desired carrier and thus reduce efficiency. For efficient generation of the 
millimeter-wave carrier, the carrier should therefore be suppressed.

Because the null-biased modulator output spectrum contains multiple harmonics 
of the sidebands, millimeter-wave frequencies can be generated by modulating sig-
nals at frequencies less than ½fmmw. Using this approach, lower-frequency microwave 
oscillators can be used in place of millimeter-wave oscillators as frequency multipli-
cation can be performed in the optical domain with little penalty to the output power. 
Figure 9.8 illustrates this approach with a simulation of the optical spectrum at the 
output of the electro-optic modulator for a 40 GHz oscillator drive and a 13.33 GHz 
oscillator drive with 6 dB higher power. The power difference in the two 80 GHz 
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separated sidebands is minimal. Another benefit of this architecture is the single 
laser nature, which all but removes the optical linewidth considerations, as illus-
trated in Figure 9.9. Here, the optical lineshape effect on the EVM is shown with 
delay mismatch up to 10 ns between the two paths after the modulator. Even a rela-
tively poor linewidth distributed feedback laser, common for  telecommunications, 
falls well within typical tolerances for transmitter and receiver SNR targets with 
very coarse delay matching.
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Dual-wavelength optical signals can also be achieved using dual-wavelength 
lasers. These approaches typically result in lower noise signals due to the optical 
tones being generated in the same devices and thus having correlated noise that 
is removed in the photomixing process; however, such devices are also gener-
ally quite complicated. In one example [17], a dual-wavelength laser based on 
stimulated Brillouin scattering (SBS) was able to achieve sub-Hz linewidths. The 
SBS laser is a simple fiber ring resonator (FRR) with regularly spaced resonances 
that have a full-width at half-maximum of 0.5 MHz at a resonance spacing of 
10.3 MHz. The resonator is pumped at two simultaneously resonant optical fre-
quencies through the previously mentioned DSCS technique; these two optical 
tones are fed to the optical resonator. Each pump produces a gain band down-
shifted in frequency by the Brillouin shift, which is 10.9 GHz for the selected 
fiber type and operating wavelength (~1550 nm). These gain bands have a full-
width at half-maximum of ~15 MHz, so at least one resonance will fall under 
each band, and each gain band yields a lasing line at whichever cavity reso-
nance is nearest its gain peak. Because SBS is a back-scattering phenomenon, 
the lasing  lines propagate in the direction opposite the pumps, and they must 
be separated from the pumps with an optical circulator. Figure 9.10 illustrates a 
measured laser output spectrum using this technique with the two wavelengths 
separated by 60 GHz.

Because the two lasing lines of the SBS laser share a common cavity, most of the 
environmental noise sources, such as thermal drift and acoustic pickup, are present 
in both tones and thus correlated, and therefore the noise is canceled out when the 
two optical signals are photomixed, significantly lowering noise compared to the 
other signal generation techniques. Furthermore, the lasing frequencies are deter-
mined by the positions of the resonances, rather than the gain bands that are approxi-
mately 30 times broader than the resonances; this suppresses any transfer of noise 
from the pump source to the lasing lines [17], further reducing noise. The significant 
noise benefits of this type of laser are counter-balanced by the complexity involved 
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in designing and constructing the laser. SBS lasers and similar dual-wavelength 
lasers are currently laboratory-level instruments and are thus not optimized for size 
or power consumption.

9.5 PHOTONIC UPCONVERSION AND DATA ENCODING*

The photonic portions of millimeter-wave photonic transmitter systems consist 
of an electrical-to-optical (EO) conversion, a length of optical fiber to remote the 
signal, and an optical-to-electrical (OE) conversion. The EO conversion imposes 
the radio frequency (RF) signal of interest onto an optical carrier for transport 
over optical fiber to a desired location, which may be kilometers away. This archi-
tecture exploits the high bandwidth and low loss capabilities of optical fiber. At 
the remote antenna site, an OE conversion is performed, extracting the RF infor-
mation for transmission to the receiver. The RF information may be encoded onto 
the intensity, the phase, or the frequency of a single-wavelength optical carrier, 
such as the output of a laser, by using corresponding EO and OE conversion tech-
nologies. The capability of systems utilizing photonic upconversion to transmit 
millimeter-wave signals with better spectral purity and thus higher data rates 
than electronic millimeter-wave transmitters has made photonic upconversion a 
popular approach to generate broadband millimeter-wave signals with data rates 
10 Gbps and higher [19].

One of the simplest methods of digital data encoding is amplitude-shift keying 
(ASK), which represents binary data as two distinct signal amplitudes that are dis-
tinguished by a threshold operation. The amplitudes may be shifted between a maxi-
mum value representing 1 and zero amplitude representing 0, which is referred to as 
on–off keying (OOK). Multiple amplitude levels may be employed to represent mul-
tiple digital bit streams, thereby increasing the data throughput without increasing 
the signal bandwidth. Phase-shift keying (PSK) is an alternative method of digital 
encoding that represents digital signals as two different phases of the carrier signal. 
The two phases are generally spaced 180° apart so that mixing with a continuous-
wave signal of the same frequency will produce constructive and destructive inter-
ference, resulting in a binary signal that can be decoded in the same manner as a 
simple ASK signal. Multiple phase levels may also be encoded, representing multiple 
digital bit streams.

It was noted earlier that the fiber span from the EO to the remote antenna may be 
kilometers in length. The primary limitation encountered when transporting broad-
band optical signals over long distances is chromatic dispersion [20]: the index of 
refraction of silica optical fiber varies with optical frequency, which causes the dif-
ferent frequency components comprising the encoded signal to propagate at different 
velocities in the optical fiber. Standard intensity modulation of a single optical wave-
length with millimeter-wave data signal will generate optical sidebands on either 
side of the optical tone, each separated from the tone wavelength by the millimeter-
wave center frequency. Due to dispersion, the two data sidebands will experience a 

* Portions of this section are reproduced with permission from [18]. ©The Johns Hopkins University 
Applied Physics Laboratory.
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differential time delay. Since the signal of interest is generated by photomixing of 
each sideband with the carrier, this time delay will cause periodic destructive inter-
ference between the two mixing products. In the millimeter-wave domain, this mani-
fests as periodic fading of the millimeter-wave carrier as the fiber length is increased, 
placing limitations on the exact length of fiber that can be used for a given applica-
tion. This dispersion problem is eliminated, however, by using a dual-wavelength 
optical carrier and by encoding only one wavelength of the optical signal with the 
baseband data to be transmitted rather than encoding a single optical carrier with 
the data at the millimeter-wave carrier. The process is illustrated in Figure 9.11: the 
two wavelengths output by the dual-wavelength laser are demultiplexed using an 
optical splitter and two optical filters, and the EO modulation is performed on one 
of the individual wavelengths before the optical signals are recombined. Figure 9.12 
shows an example of the resulting optical spectrum of the recombined wavelengths; 
the spectrally wider tone at the higher optical frequency is carrying the encoded 
data. Because only one sideband is modulated with the baseband data, the dispersion 
affects only the bandwidth of the baseband data signal, rather than the bandwidth 
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of the dual-λ optical signal (i.e., the separation of the two optical wavelengths). The 
optical signal is downconverted to millimeter-wave through photomixing in the pho-
todiode. The unmodulated optical wavelength undergoes dispersion relative to the 
modulated optical signal; however, the phase of the unmodulated reference signal is 
arbitrary and thus does not affect the generation of the millimeter-wave signal at the 
photodiode.

To demonstrate that a dual-wavelength system is robust against dispersion-
induced fading, the detected power of a 60 GHz RF carrier generated using an SBS 
laser was measured while varying the length of fiber in the system. For comparison, 
the experiment was repeated for the case of a conventional photonic link using 
intensity modulation of a single optical carrier to generate the 60 GHz signal. The 
results are shown in Figure 9.13, with the SBS system performance indicated by the 
squares. The conventional photonic link, indicated by the circles, experiences a null 
in signal power at a remoting distance of 1300 m. Shown in the dashed line is the 
best fit to a raised cosine function, which characterizes the dispersive fading. As is 
seen from the data, the interference pattern exhibits a horizontal offset of the peak 
normalized power, such that the peak occurs at ~370 m of remoting fiber rather than 
zero. This is due to chirp induced by the LiNbO3 modulator [21]. In contrast with 
the single-optical-carrier architecture, the SBS-generated source does not suffer 
from signal fading due to dispersion.

9.6 PHOTONIC DOWNCONVERSION AND DOWNSAMPLING

Frequency downconversion is an essential part of all but the lowest frequency receiv-
ers, allowing for transmitted high-frequency information to be demodulated and 
processed by lower-speed precision electronics. Millimeter-wave photonic links, 
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offering low loss signal transport over optical fiber and wideband operation, have the 
potential to solve many of the current technology deficiencies using simple, flexible 
hardware systems. A typical solution is to add an electronic mixer or set of mix-
ers to perform the downconversion operation. It was seen previously that electronic 
mixers used for upconversion caused limitations in transmitters, and the same chal-
lenges exist when using mixers for downconversion in receivers. The disadvantages 
of this method include the addition of electronic mixer-induced signal distortions, 
bandwidth limitations, and the need for an electronic local oscillator. It is possible, 
however, to avoid these limitations by performing the frequency conversion in the 
optical domain through photonic downconversion [9,22], with broadband optical 
modulator technology, or photonic downsampling [23–25], with short pulse mode-
locked laser technology. Both photonic downconversion and downsampling capital-
ize on the broadband nature of optical technology, while requiring only baseband or 
low intermediate frequency electronics for demodulation, digitization, and process-
ing of the information contained in the signal. In this section, both downconversion 
and downsampling approaches are described, and their operation in millimeter-wave 
communication experiments is demonstrated.

Photonic downconversion can be performed in an analogous manner to the 
upconversion process described previously, where two optical carriers are generated 
as shown in Figure 9.14. Here the intended intermediate frequency (IF) is selected 
to support the wide bandwidth data demodulation in the digital domain. An electro-
optic phase modulator, commercially available with response from less than 1 GHz 
to greater than 100 GHz, encodes the signal from an antenna onto the phase of an 
optical carrier separated from a second optical carrier by the λ-DEMUX filter. The 
encoded carrier (λ1) is mixed onto a low-speed photodiode—the bandwidth of which 
is determined by the IF and data modulation format—with the second optical car-
rier (λ2), which is separated from λ1 by a frequency differing from the millimeter-
wave carrier frequency by fIF. This converts the millimeter-wave modulation of the 
encoded signal to a modulated electrical signal at fIF.

In [26], this concept was experimentally demonstrated in a Ka-band receiver. The 
system was operated at 10 Gbps using 16-QAM modulation and root-raised cosine fil-
tering for a spectral efficiency of 3.33 b/s/Hz. The sensitivity of the receiver is shown 
in Figure 9.15. Also shown is the constellation for a received power of −42.92 dBm, 
which results in an equivalent bit error ratio (BER) better than 10−9. A minimum 
received power of −50.42 dBm resulted in a 13.8% EVM, which corresponds to a 
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BER of 4.6 × 10−4, assuming white Gaussian noise as the primary impairment [27]. 
This BER would be correctable using standard forward error correction (FEC) 
codes, which are capable of correcting error rates up to 2 × 10−3.

Another attractive alternative to downconversion exists where the millimeter-
wave carrier is directly sampled to baseband. Photonic downsampling uses the 
precise timing of mode-locked lasers to sample with a sampling time and sam-
pling jitter small compared to the millimeter-wave carrier period. This offers 
the ability to downsample microwave signals with very high resolution and with 
instantaneous bandwidth equal to the Nyquist sampling bandwidth [10,23]. The 
timing jitter of electronic clocks currently limits the electronic downsampling 
technique to lower frequencies, but mode-locked lasers with sub-10 fs jitter [28] 
and wideband electro-optic modulators allow for the photonic downsampling of 
signals at frequencies of 40 GHz and beyond [29]. As with all subsampling sys-
tems, strict filtering should be applied to avoid degraded system performance due 
to noise aliasing.

In [30], a 40 GHz wireless communication link was demonstrated that uses a 
photonic downsampling technique allowing demodulation of a multiple subcarrier 
16-QAM signal with a total rate of 3 Gbps. Figure 9.16 shows the system setup; 
the transmitter concept is similar to the approach described previously and shown 
in Figure 9.11. Two optical sidebands with 40 GHz separation are generated with a 
laser-modulator system driven by a sinusoidal RF source at 20 GHz. The lower side-
band is bandpass filtered and in-phase and quadrature (I/Q) data are single-sideband 
(SSB) modulated onto the optical carrier using a dual-parallel Mach–Zehnder modu-
lator (DP-MZM). SSB modulation is used to prevent double-sideband signal cop-
ies from aliasing onto each other during the downsampling process at the receiver. 
The I/Q signals consist of one or more 16-QAM subcarriers each with a rate of 
250 MSym/s. The data-encoded sideband was recombined with the unmodulated 
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reference sideband before mixing on a photodiode with a bandwidth of 50 GHz. 
The resulting 40 GHz electrical signal was amplified before radiating from a 24 dBi 
horn antenna. The wireless signal was received by a matching 24 dBi horn antenna. 
An actively harmonically mode-locked fiber laser (MLL) with a 10 GHz repetition 
rate operating at 1550 nm with 12.4 dBm of average output power was used to opti-
cally sample the received signal. The received signal was amplified by a low-noise 
amplifier (LNA) with 30 dB gain that directly drove a GaAs MZM with greater than 
40 GHz bandwidth that amplitude-modulated the pulse train from the MLL. The 
modulated pulse train was detected by a photodiode with a 3 dB BW of 12 GHz and 
the resulting electrical signal was lowpass filtered and then digitized. Demodulation 
was performed in software on the signal content in the first Nyquist zone, as shown 
in Figure 9.17. The transmitted signal consisted of subcarriers at 40.2, 40.5, and 
40.8 GHz, for a total data rate of 3 Gbps. Each subcarrier was root-raised cosine 
pulse-shaped with an excess bandwidth factor of 0.2. The average RMS EVM across 
all subcarriers was 14.3% with the BER of every subcarrier within the FEC limit 
of 2 × 10−3. The spectral efficiency was measured to be 3.33 b/s/Hz. This downs-
ampling architecture shows great promise for many high instantaneous bandwidth 
applications.
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9.7 SYSTEM EXAMPLES

This section summarizes the design and measurement results of two experimental 
millimeter-wave photonic communications systems, one operating in the V-band and 
the other operating in the W-band, each demonstrating some of the photonic tech-
niques described earlier.

9.7.1 v-banD Photonic coMMunications systeM*

The development of photonic technologies to support wideband personal area 
networking (WPAN) applications, operating in the frequency band 54–64 GHz, 

* Portions of this section are reproduced with permission from [18] ibid. ©The Johns Hopkins University 
Applied Physics Laboratory.
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FIGURE 9.17 Single subcarrier electrical spectrum (a) and constellation (b) of three 
16-QAM subcarriers after downsampling.
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has been an active area of research in recent years. This section summarizes the 
experimental results of one V-band millimeter-wave photonic communications 
system. The experimental 60 GHz communication system designed using an SBS 
dual-wavelength laser as the millimeter-wave carrier generator, consisting of a 
millimeter-wave photonic transmitter and a separate millimeter-wave receiver, is 
shown in Figure 9.18. For this system, binary-phase-shift keying (BPSK) was used 
as the data format to achieve data rates up to 3 Gbps. Digital data were generated 
by a pulse pattern generator and modulated onto one of the demultiplexed optical 
sidebands using a phase modulator, encoding the binary data values onto its optical 
phase. The optical signals were then combined and transported on optical fiber over 
distances up to ~1 km in various configurations. At the photodiode, the baseband 
data signal was upconverted onto the 60 GHz carrier through photomixing. The 
millimeter-wave signal was amplified with a power amplifier with 22 dB of gain and 
transmitted to the receiver via a horn antenna with a gain of 24 dBi. The receiver 
consisted of an identical horn antenna, followed by a 19 dB gain low-noise amplifier. 
The 60 GHz signal was first downconverted to an intermediate frequency (IF) of 
~6 GHz by mixing the received signal with a 56 GHz RF local oscillator generated 
by fourfold frequency multiplication of a 14 GHz reference oscillator. The IF signal 
was then mixed with the 6 GHz output of a dielectric resonator oscillator (DRO) to 
downconvert the data to baseband. The phase error between the IF and the DRO was 
monitored with a proportional–integral–differential servo controller (PIC), the out-
put of which was used to close the phase-locked loop on the frequency of the 14 GHz 
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reference oscillator. The baseband data were recorded using a telecommunications 
bit error detector and an oscilloscope.

Initial experiments were conducted at short distances to verify system func-
tionality and to explore bandwidth limits. The transmitter and receiver horns were 
placed 1.65 m apart, and the baseband data were recorded on a LeCroy oscilloscope. 
Figure 9.19 shows eye diagrams of the demodulated BSPK data with data rates of 
1, 2, and 3 Gbps. Because of bandwidth limitations in the receiver millimeter-wave 
hardware, the data rate was limited to 3 Gbps or less; a photonically enabled receiver 
would have the potential to increase the data rate beyond this limitation. Figure 9.19 
shows eye diagrams for the received BPSK signals at the different data rates, where 
the clear openings in the eye diagrams indicate low error rates for each data rate. The 
BER was measured as a function of received power by varying the amplification of 
the photodiode signal, and in Figure 9.20 the log of the BER is plotted against the 
received power. At the highest power, the BER was error-free, while at the lowest 
power level in this test, the BER was 4.9 × 10–5, within standard FEC limits.

To characterize the performance over distances relevant to WPNA applications, 
the transmitter and receiver were separated by distances up to 30 m in an indoor 
hallway. For these tests, the transmitter used a 16 dBi gain circular horn antenna 
with a beamwidth of approximately 30° while the receiver used a 46 dBi reflec-
tor antenna with a 0.9° beamwidth. While the transmit antenna was fairly small in 
this experiment, a higher gain LNA would alleviate the need for the larger receiver 
antenna, which in this case was on the order of 12 in. in diameter. The transmitter 
 photodiode, HPA, and antenna were mounted to a tripod, and the dual-wavelength 
optical signal was remoted to the photodiode from a laboratory workbench over 

1 Gbps

2 Gbps

3 Gbps

FIGURE 9.19 Eye diagrams of baseband BPSK data with data rates of 1, 2, and 3 Gbps after 
free-space transmission at 60 GHz over 1.65 m and demodulation.
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100  ft of optical fiber. The transmitter antenna was moved from a range of 15 m 
to the receiver, to a range of 30 m, transmitting a constant power of approximately 
0 dBm. Figure 9.21 shows the receiver setup with the parabolic reflector antenna. 
The measured BER is shown in Figure 9.22, showing the expected decrease in errors 
as the distance decreases (note that the x-axis plots the decreasing range), which 
results in increased received power.
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FIGURE 9.20 Measured BER for the 1.65 m link with a data rate of 1.65 Gbps.

FIGURE 9.21 60 GHz receiver setup for hallway testing.
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9.7.2 w-banD Photonic coMMunications systeM

This section discusses an experimental demonstration of a photonic mm-wave wire-
less system operating in the W-band for point-to-point high-capacity communi-
cations [31]. The demonstration used multiple 16-QAM subcarriers for a total of 
10 Gbps data transmission over a link distance of 520 m. In this work, the trans-
mitter was as described earlier and is shown in Figure 9.16. For the outdoor 520 m 
link, the output of the photodiode was amplified with an HPA with 35 dB gain and 
approximate noise figure of 5 dB to achieve a transmit power of −10.2 dBm, radi-
ated from a Cassegrain antenna with a gain of 50 dBi and a half-power beamwidth 
of 0.6° at 80 GHz. Figure 9.23 shows the transmit antenna hardware and the 520 m 
roof-to-roof link on the campus of The Johns Hopkins University Applied Physics 
Laboratory used for testing. The measured transmit SNR was 19 dB, limited by the 
measurement instrument.

The receiver for this link utilized an electronic W-band mixer-based design with 
a photonically generated LO signal; the receiver design is shown in Figure 9.24. 
A  Cassegrain antenna, located 520 m from the transmit antenna, with a gain of 
50 dBi at 80 GHz received the −35.3 dBm signal into a low-noise W-band amplifier 
with a gain of 21 dB and specified noise figure of 5.0 dB. The amplifier output was 
directed to a balanced Schottky diode mixer for downconversion after mixing with a 
65 GHz photonically generated local oscillator. A distributed fiber laser (DFB) and 
an MZM biased at a null generated two prominent sidebands spaced by 65 GHz, 
similar to the technique for carrier generation at the transmitter. A photodiode with 
a 3 dB bandwidth greater than 50 GHz converted the optical signal to a 65 GHz 
single frequency sinusoid, amplified to a power greater than 12 dBm, to drive the LO 
port of the mixer. For full fiber remoting, an amplified Ku-band intensity-modulated 
direct-detection (IMDD) link transported the IF signal from the mixer to the digi-
tizer. A 50 GS/s oscilloscope with 20 GHz bandwidth digitized the IF signal for 
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FIGURE 9.22 Measured BER for the 60 GHz hallway test with a data rate of 1.65 Gbps.
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(a)

(b)

520 m
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FIGURE 9.23 (a) Photograph of the transmit antenna and hardware. (Inset) Close-up 
photograph of the photodiode and the amplifier. (b) Roof-to-roof 520 m free-space path.
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digital signal processing (DSP). Offline DSP performed matched filtering, frequency 
offset correction, phase recovery, and used a linear, decision-directed, feedforward 
equalizer to correct for amplitude and phase variation across the bandwidth of each 
subcarrier.

The photonics-assisted receiver shown in Figure 9.24 was used to demonstrate 
high data rate communications with a transmit power of −10.2 dBm and a received 
power of −35.3 dBm. Figure 9.25 shows the received RF spectrum for a transmitted 
data rate of 10 Gbps on five subcarriers, each with a data rate of 2 Gbps. Figure 9.26 
shows the received constellations for an all-electronic receiver, using a W-band syn-
thesizer for the local oscillator, and using the photonics-assisted receiver. For the all-
electronic receiver, the EVM of the subcarriers at the transmitted frequencies of 76.1, 
76.7, 77.3, 77.9, and 78.5 GHz were measured to be 8.3%, 8.9%, 7.5%, 7.7%, and 7.1%, 
with the differences in EVM attributed to amplifier ripple. For the photonics-assisted 
receiver, the lowest frequency subcarrier was not able to be demodulated. The EVM 
of the subcarriers at the transmit frequencies of 76.7, 77.3, 77.9, and 78.5 GHz were 
measured to be 14.1%, 13.7%, 13.5%, and 11.5%, respectively, with the differences 
in EVM primarily attributed to amplifier ripple. The overall reduced sensitivity of 
the photonics-assisted receiver was attributed to a combination of the quality of the 
mm-wave amplifier required for the photonically generated local oscillator and the 
waveguide network driving the mixer and the noise and dynamic range mismatch of 
the IF photonic link to the digitizer.
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FIGURE 9.24 Photonics-assisted receiver configuration. LNA, low-noise amplifier; LO, 
local oscillator; IF, intermediate frequency; ADC, analog-to-digital converter; DSP, digital 
signal processing; MZM, Mach–Zehnder modulator; EDFA, erbium-doped fiber amplifier; 
PD, photodiode; DFB, distributed feedback laser.
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9.8 SUMMARY

By combining millimeter-wave and photonic technologies in high data rate com-
munications systems, the relative benefits of each technology can be leveraged to 
develop systems more capable than either technology can support alone. Along with 
the wide signal bandwidths achievable at millimeter-wave carrier frequencies, the 
favorable propagation characteristics of some millimeter-wave radiation bands and 
compact physical size of millimeter-wave components and antennas permits the use 
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FIGURE 9.25 Received signal spectrum measured after the antenna with a spectrum ana-
lyzer using peak detection with a 100 kHz resolution bandwidth.
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FIGURE 9.26 (a) 10 Gbps 16-QAM data transmission with the all-electronic receiver. 
(b)  8  Gbps 16-QAM data transmission with the photonics-assisted receiver. Symbols are 
aggregated over all subcarriers.
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of compact, high data rate front-end systems. Along with these millimeter-wave ben-
efits, the ability of photonics to lift bandwidth restrictions on the upconversion and 
downconversion stages, as well as to generate spectrally pure signals, allows the use 
of high-modulation format signals, further increasing the potential data rate. Future 
millimeter-wave communications systems are anticipated to achieve data rates up 
to and exceeding 100 Gbps over distances of tens of kilometers or more, and while 
achieving this performance, photonic technologies can significantly reduce the bur-
den on the millimeter-wave technology of producing spectrally efficient waveforms 
in a small space.

The millimeter-wave front end requires power gain and aperture gain to achieve 
communication over appreciable distances. Current millimeter-wave amplifier tech-
nology leveraging Gallium Arsenide can achieve output powers of up to 2.5  W 
through the W-band, and this number is likely to increase with improved ampli-
fier technology and power combining techniques. Used with reflecting antenna sys-
tems such as Cassegrain or Gregorian reflectors, such amplifier technology allows 
data rates of multiple Gbps be easily transmitted over tens of kilometers. Ongoing 
research in millimeter-wave phased arrays shows significant promise for achieving 
the same power aperture using numerous elements in a significantly smaller aperture 
footprint, which will allow the use of millimeter-wave comms over great distances 
on small platforms.

While the bandwidth of photonic technologies remains significantly greater 
than that which can be achieved with electronics, current research and development 
in photonics is aimed at increasing the maximum operating frequency of photonic 
components. Photodiodes and electro-optic modulators operating at frequencies 
up to 40 GHz are widely available, and those operating up to 100 GHz are becom-
ing commercially available, while electro-optical components operating beyond 
100 GHz and beyond are in the realm of emerging technology. Nevertheless, 
future developments seem primed to enable photodiode and modulator technol-
ogy operating at frequencies extending to multiple hundreds of gigahertz. Further 
improvements in efficiency will enable millimeter-wave photonic communications 
at frequencies well beyond 110 GHz. Even with these developments in component 
technology, cost and integration are likely to remain significant challenges for 
millimeter-wave photonic systems. Integrated photonics, where multiple photonic 
technologies are combined on a single substrate, represents an ideal path toward 
alleviating these challenges and enabling systems where the electronic–photonic 
interface is much less pronounced than in  current systems. Combined with inte-
grated millimeter-wave advancements, future  millimeter-wave photonic wireless 
systems may be made significantly smaller than the discrete component-based 
systems common today.
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10 CMOS Millimeter-Wave 
PA Design

Kai Kang, Dong Chen, and Kaizhe Guo

10.1 INTRODUCTION

With the acquaintance of the characteristics of the electromagnetic wave at the mil-
limeter wave (mm-wave) band and the development of fabrication technology, the 
applications at the mm-wave band attract people to develop standards and circuits. 
The 7 GHz ISM band around 60 GHz makes the multi gigabit-per-second (Gbps) 
communication possible. The high attenuation of 60 GHz electromagnetic waves 
in oxygen enables the cooperation of more links in the same area with minimal 
interference, which greatly enhances the utilization rates of the frequency band. And 
this characteristic also makes the communication channels more secure [1–3]. At 
the same time, the 77–79 GHz is a proper band to realize highly accurate auto-
mobile radar. These characteristics drive people to develop high-performance mm-
wave front end to realize these interactive applications. Among all, mm-wave power 
amplifiers in the front end have great influence on the performance of the system 
because the power amplifiers usually consume most of the power and occupy a large 
quantity of chip area. In the past years, power amplifiers were usually made with an 

CONTENTS

10.1 Introduction ..................................................................................................245
10.2 Challenge ......................................................................................................246

10.2.1 Insufficient Speed of Transistors ......................................................246
10.2.2 Inaccuracy of Models .......................................................................246
10.2.3 Low Breakdown Voltage ..................................................................246
10.2.4 Low-Resistivity Substrate .................................................................246

10.3 Device Optimization ..................................................................................... 247
10.3.1 Transistor Modeling and Layout Optimization ................................ 247
10.3.2 Passive Component Optimization ..................................................... 250

10.4 Power Amplifier Topologies .........................................................................254
10.4.1 Current Combining Power Amplifier ...............................................254
10.4.2 Transformer-Based Power Combining ............................................. 255
10.4.3 Stacked Power Amplifiers ................................................................269
10.4.4 High PAE PA .................................................................................... 270

10.5 Conclusion .................................................................................................... 279
References .............................................................................................................. 279



246 Wireless Transceiver Circuits

individual chip with III–V compounds technology. But with the development of the 
CMOS technology, the power amplifiers can be made in one chip together with the 
other parts of the transceiver, which makes the system on chip (SOC) possible.

Many designers have already given some design examples of power amplifiers 
working in the mm-wave band [4–33]. This chapter discusses the design challenges 
of mm-wave power amplifiers in CMOS technology and provides a review of  circuit 
and architecture techniques that try to solve these problems. Section 10.2 of this 
chapter describes the challenges in the design of power amplifiers using CMOS 
 technology. Section 10.3 will introduce some optimizations about the model and 
layout of active and passive devices. Section 10.4 will present some power amplifier 
topologies with relatively high performance.

10.2 CHALLENGE

10.2.1 insufficient sPeeD of tRansistoRs

Though the feature size of CMOS technology is scaled down fast, which makes the 
design of mm-wave circuits easier, the characteristic frequency ( fT) of the transis-
tor is still not enough. The fT of 90 nm generations reaches 110 GHz [34], which is 
already beyond 60 GHz, but the transistors still cannot give a significant power gain 
at the mm-wave frequencies band. However, multistage may be needed to provide 
sufficient power gain. Many perfect theories, such as the switch mode power ampli-
fier and the harmonic waves control power amplifier, which have shown pretty good 
performance at the RF band, still cannot achieve a good result at the mm-wave band.

10.2.2 inaccuRacy of MoDels

Most of the transistor modeling work is based on the measurement of fabricated 
devices. However, due to errors from inaccurate de-embedding becoming quite 
large at the mm-wave band, it is very hard to obtain an accurate measurement [2]. 
Especially, for the power amplifier, not only the small signal transistor model but 
also the large signal model must be accurate.

10.2.3 low bReakDown voltage

Low breakdown voltage is one of the obstacles in designing the power amplifier. The 
drain-source voltage is usually not more than 1.2 V for 90 nm CMOS transistors, and 
for 65 nm, it is not more than 1 V. It extremely limits the output power of the amplifier. 
Large current and transistor size are needed to get a high output power, which results in 
a higher junction temperature [21]. It increases the useless power consumed, degrades 
the efficiency of the power amplifier, and even damages the transistors. The problem is 
exacerbated as the CMOS transistor’s minimum feature size is scaled down.

10.2.4 low-Resistivity substRate

A low-resistivity substrate, with the resistivity of ~10 Ω cm in modern standard sili-
con progress [3], seriously influences the quality factor of the passive components [9] 
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and the efficiency of the power amplifier. Because of the low-resistivity characteristic, 
the signals coupling to the substrate cause a significant loss, especially at the mm-
wave band [3]. The quality factor of spiral inductors is usually not more than 30 [2].

10.3 DEVICE OPTIMIZATION

10.3.1 tRansistoR MoDeling anD layout oPtiMization

As depicted in Section 10.2, the accuracy of transistor modeling is usually impor-
tant. Many designers try to find an accuracy transistor model used for the design of 
power amplifiers. Some commercial transistor models, such as the BSIM model, EKV 
model, and IBIC model, have good accuracy of the case of dc character and small sig-
nal performance, but the accuracy of large signal behavior still needs to be improved.

The dc power consumed by the power amplifier is usually very high, so the tem-
perature of the amplifier circuits is often far beyond the room temperature. The per-
formance of transistors usually changes with the temperature, so the model of the 
transistors should be different.

A temperature-dependent scalable transistor model [4] is shown in Figure 10.1. 
Every parasitic or model parameter is expressed as a function of temperature (T) and 
device width (W) in the form

 F(T, W) = a + bT + cW + dT2 + eW2 + fTW (10.1)

Source

Gate

Cjsb(T,W)

Cgd(T,W)Cds(T,W)
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Rg(T,W)

Rb2(T,W)
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Rb1(T,W)
Cgd(T,W)
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FIGURE 10.1 A temperature-dependent scalable transistor model. (From Dawn, D. et al., 
60 GHz CMOS power amplifier with 20-dB-gain and 12 dBm Psat, in: IEEE International 
Microwave Symposium Digest, Boston, MA, pp. 537–540, June 2009.)
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The dc I–V characteristics and S-parameters up to 65 GHz across a temperature 
range of −25°C to +80°C for various device sizes from 20 to 80 μm gate width are 
measured. The de-embedding error is kept below 2% to achieve high accuracy, and 
significant numbers of chips are measured to account for chip-to-chip variation. The 
power amplifier designed using the temperature-dependent model shows a good per-
formance over the entire temperature range between −10°C and +80°C.

For the practical use of the power amplifier, the assurance of reliability is very 
important when the power amplifiers (PA) work in large signal mode [5]. In micro-
wave frequencies, hot carrier injection (HCI) is a dominant mechanism of the power 
performance degradation [35]. To evaluate the performance degradation, substrate 
current needs to be known [36]. From the dc test and RF load test, lifetime can be 
calculated [5]. First, from the dc reliability tests, we can get an expression relating 
lifetime (T50), where the drain currents in 50% of the transistors decrease by 10%, 
and substrate current under dc operation. Second, through the RF load circle, the sub-
strate current can be calculated and accumulated. Finally, from the comparison of the 
average substrate current and that under dc operation, we can calculate the lifetime.

Accurate measurement in the mm-wave frequency band is relatively difficult, 
which will directly influence the accuracy of models. A major source of inaccuracy 
is the de-embedding procedure. The inaccuracies are higher when the frequency is 
higher.

A model-based de-embedding approach dubbed recursive modeling is designed 
to resolve this problem [37]. The modeling is done in a recursive way of multiple 
steps. At the beginning step of this method, a ground probing pad based on an equiv-
alent circuit is modeled. Then the transmission line is modeled based on the pad 
models. A transmission line model including the complex characteristic impedance 
and the propagation constant is used in the transmission line model. Finally, the two 
models, of the pad and the transmission line, are used for the measurement of the 
device under test (DUT). The result obtained in each step is used in the next step, so 
it is called recursive modeling. This step improves the accuracy of de-embedding the 
procedure and makes the result of the other DUTs more dependable.

As the operating frequency gets closer to the transistor cut-off frequency, device 
parasitics extremely reduce the power gain. Layout optimization is very important to 
minimize the parasitics of the transistor cell, especially the gate resistance (rg) and 
gate-to-drain capacitance (Cgd) [37]. Besides, interconnects around the transistor 
introduce parasitic resistances and inductances, which are not scaled with technol-
ogy, and degenerate the transistor performance because of the use of large transistors 
in PA [7].

A new structure using round-table connection [37] for the device is also proposed 
as shown in Figure 10.2. The transistor cells are connected in a matrix or circular 
fashion. This structure uses external double-contacts (between cells) and multipath 
connections between sources and drain of the subcells in order to decrease the finger 
resistance of the device. Devices of several dimensions were fabricated in the 90 nm 
CMOS process. Measurements were carried out up to 65 GHz.

Both the speed and the desired gain of these devices as compared to regular 
RF transistors with the same number of fingers are found to be improved from the 
measurement result. The H21, Mason gain and the maximum stable gain (MSG) of 
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a 40 μm transistor using the round-table structure in 90 nm CMOS are measured 
and are shown in Figure 10.3. The fmax is improved by about two times, with the fT 
remaining almost constant (~100 GHz). The gate resistance is reduced to half of that 
of a regular transistor. But the source resistance and the capacitance between the gate 
and the source are increased.

However, for typical power amplifier, the size of transistor is usually very large to 
provide enough ac power, which will expand the center space of this type of layout. 
The long interconnects between the transistors will degrade the performance of the 
transistors. And additional signal loss will occur because the signal delay in the gate 
and drain path is difficult to balance [6].

To achieve good transistor performance in high frequency, well grounding the 
source and bulk terminal of the transistor is very important [8].
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A layout optimization example [6] is shown in Figure 10.6a. One core optimiza-
tion of this layout is the source terminal network. Each source node of the transistor 
is connected from both sides to the ground ring, which is also the bulk ring. The 
impedance in the source network is minimized, which reduces the voltage drop in 
the ground plane. The gate nodes are also connected from both sides. This reduces 
the effective gate resistance by a factor of 4 theoretically [37], and simulation pre-
dicts the resistance is reduced by 40%. The drain lines are placed on the top of the 
transistor, and the overlap between the gate and drain is reduced because the lines 
are partially shielded by the source line. This, in some degree, degrades the Miller 
effect. Easily constructing a large transistor for power amplification with minimized 
parasitic is another key advantage of the layout shown in Figure 10.4a. Figure 10.4b 
shows the layout with five such cells. The source networks of each unit cell are con-
nected together to the ground plane, and gate and terminals are connected through a 
thick metal layer to reduce the interconnect resistance.

An interleaved layout technique [7] optimized for a differential power ampli-
fier using a creative idea is shown in Figure 10.5. This layout technique also aims 
to reduce the resistance of the source terminal. The layout is optimized to convert 
the source degeneration network seen by each transistor to the common-mode 
impedance.

Figure 10.5a shows the basic principle: by overlapping the source areas of the 
differential transistors, each source terminal carries the sum of two differential cur-
rents, and the interconnect resistance is converted as a common-mode degeneration 
network. A unit cell consisting of two gate fingers of each transistor is drawn and 
then large transistors with several unit cells are formed. Figure 10.5b depicts the 
transformation. Only common-mode currents flow through the source terminals, 
and the differential operation is not affected. The structure is also easy to be dupli-
cated in the vertical dimension and will not introduce much interconnects.

10.3.2 Passive coMPonent oPtiMization

For the circuits operating in the mm-wave band, passive components, such as induc-
tor, transformer, and transmission line, are necessary. But the passive components in 
CMOS technology usually don’t have a very good quality factor due to the high loss 
of the substrate [9]. Some methods have been researched to reduce the influences of 
the substrate.

Transmission line is one kind of commonly used passive components in mm-wave 
circuit design, which can be used to implement resonant tanks, impedance matching 
networks, signal splitters, couplers, balun, and transformers [11]. A transmission line 
is easier to use in modeling transpiral inductors because it substantially confines the 
electric and magnetic fields [10]. However, the transmission lines used in the circuits 
usually have a long length.

Using a microstrip transmission line is one way to isolate the influence of the sub-
strate. A folded microstrip geometry [10] to alleviate layout difficulties is shown in 
Figure 10.6. In this structure, signal lines are realized using the thick metal, and the 
bottom metal is used as ground plane. The two ends of the line are near each other, 
which simplifies the layout.
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High characteristic impedance (Z0) transmission lines are needed to realize low 
loss matching networks. Keeping large space between signal path and ground is one 
way to form a low loss and high Z0 transmission line. But it is hardly possible to 
realize using microstrip line in most technologies, where the space between differ-
ent metal layers is 3–10 μm. Though narrowing the signal conductor can raise Z0, it 
will also increase the attenuation [11]. The coplanar waveguide (CPW, Figure 10.7) 
consisting of a center signal and grounds in the plane is one way to solve this prob-
lem. Wider conductors can be used to reduce the loss, but electromagnetic waves 
will be coupled to the substrate, which will increase the attenuation [12]. The slow-
wave coplanar waveguide (S-CPW in Figure 10.7) has an advantage of overcoming 
these limitations. An S-CPW consists of typical CPW conductors, and floating metal 
shields are placed under the signal conductors vertically, which will minimize the 
energy coupled to the substrate. At the same time, the wavelength in the S-CPW is 
lower than the other configuration, which will cost less chip area. This is verified by 
measurement [11].

Another kind of substrate-shielded coplanar waveguide [12] is shown in 
Figure 10.8. This is another version of the slow-wave coplanar structure [11]. 
Figure 10.8c shows the substrate-shielded coplanar structure that is a combination of 
the microstrip structure and the CPW structure. The bottom plate with many slots 
forces the return current to be mostly concentrated in the coplanar ground lines and 
insulates the coupling between the signal line and the substrate.
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FIGURE 10.7 On-chip transmission line. (From Cheung, T.S.D. et al., On-chip intercon-
nect for mm-wave applications using an all-copper technology and wavelength reduction, in: 
IEEE ISSCC, San Francisco, CA, pp. 396–501, February 2003.)
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10.4 POWER AMPLIFIER TOPOLOGIES

10.4.1 cuRRent coMbining PoweR aMPlifieR

According to the Federal Communications Commission (FCC) regulations, the radi-
ation power for 60 GHz systems can be as much as 40 dBm [15]. However, due to 
device limitations such as transistor speed and low breakdown voltage, it is difficult 
to provide very high power for the power amplifier using the CMOS process. Power 
combining is necessary, and many different methods can be applied. Wilkinson 
combiner is a simple way to combine the output power of two power amplifiers 
together. There is an example of a power amplifier [16] using Wilkinson dividers and 
combiners, the block diagram of which is shown in Figure 10.9.
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FIGURE 10.8 Combination of (a) CPW and (b) microstrip structures to realize (c) substrate-
shielded CPW structure. (From Hasegawa, H. et al., IEEE JMTT, MTT-19(11), 869, 
November 1971.)
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FIGURE 10.9 Block diagram of the 100 mW 60 GHz CMOS power amplifier. (From Law, 
C.Y. and Pham, A.-V., A high-gain 60 GHz power amplifier with 20 dBm output power in 
90 nm CMOS, in: IEEE ISSCC, San Francisco, CA, pp. 426–427, 2010.)
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This power amplifier achieves +18 dBm of P1 dB and 20 dBm of Psat at 60 GHz 
and the power-added efficiency (PAE) of the PA peaks at 14.2% when Pin is around 
4 dBm. The output power and PAE versus Pin is depicted in Figure 10.10.

To obtain high output power, combining the output of a large number of power 
amplifiers together is the common method used. However, for the typical Wilkinson 
power combiner, with the number of power amplifiers getting larger, the loss of 
the power combiner will greatly influence the performance of the whole circuit. The 
power combiner will also cost a large area. In most of the conditions, the combiner 
has the same degree inputs. So the quarter-wavelength transmission lines in the 
Wilkinson combiner, which give a good insulation between ports, are not necessary. 
If we use shorter lines instead of quarter-wavelength lines, just to realize the func-
tion of power combiner, we can save much of the chip area and reduce the loss of the 
combiner and achieve impedance transformation [17].

Figure 10.11 shows a 16-way zero-degree combiner [17] that achieves low inser-
tion loss and wideband impedance transformation. The combiner combining the 
power of 16 on-chip PAs achieves an output power of 0.7 W with a PAE of 10% at 
42 GHz and a −3 dB bandwidth of 9 GHz. The block diagram of the 16-way power-
combined PA is shown in Figure 10.11, and the schematic of each power amplifier is 
shown in Figure 10.12.

10.4.2 tRansfoRMeR-baseD PoweR coMbining

Transformers have the advantage of being very compact. A transformer power 
combiner can be consisted of series power combining, as shown in Figure 10.13. 
The transformer usually includes N primaries and one secondary coil. The voltage 
on the secondary of the transformer power combiner is the sum of the voltages on 
all the primaries. On the other hand, current in the secondary is identical with that 
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PA. (From Law, C.Y. and Pham, A.-V., A high-gain 60 GHz power amplifier with 20 dBm 
output power in 90 nm CMOS, in: IEEE ISSCC, San Francisco, CA, pp. 426–427, 2010.)
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in the primaries if all primaries carry the same current. Thus, a transformer power 
combiner can connect several PA cells together in series. When N PA cells are con-
nected in series using a transformer power combiner with N primaries, the output 
voltage swing will be added together and increases by N times. To achieve greater 
voltage and power enhancement ratio, more input is needed.

An example of a transformer combiner [18] that combines two ways of the power 
amplifier and enhances the output power of the whole circuit is shown in Figure 10.14. 
With 1 V supply voltage, the measured 1 dB gain compressed output power (P1 dB) is 
15 dBm and the saturated output power (Psat) is 18.6 dBm. The measured peak PAE 
is 15.1%, and the peak drain efficiency is 16.4%. At the saturated output power level, 
the amplifier still has 11 dB of power gain.

A power amplifier [19] in Figure 10.15 gives a more complex example, which uses 
two transformer-based combiners and a transmission-line combiner to combine eight 
unit power amplifier cells together and gets more output power and higher performance. 
The power amplifier uses a balun at the output port to convert the differential signal to the 
single end signal. The 1 dB gain compression output power (P1 dB) is 16.4 dBm and the 
saturated output power (Psat) is 19.3 dBm with the peak PAE of 19.2% at 79 GHz. The PA 
provides Psat of more than 19 dBm and P1 dB of 16 dBm from 77 to 81 GHz.

As we can see, the differential to single end output transformer is not a fully sym-
metric structure for the single end coil. So the load of the differential transistors is 

Input matching

335 fF

70/0.06 140/0.06
140/0.06

GG

G
S

G
S

Power splitter

dc

+

+

–

–

74 Ω

dc

FIGURE 10.14 Schematic of the transformer power combiner PA. (From Chen, J. and 
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not the same. This often leads to the drop of the performance of the power amplifier, 
because the common-mode current is generated. A fully symmetric differential to 
single end balun [20] is introduced in Figure 10.16.

The output pad is creatively put inside the balun. The secondary coil is split into 
two windings and connected to the pad in a centrosymmetric way. This minimizes 
the unbalance seen from each port. This is an ideal solution to implement a fully 
symmetric balun, but in practical application, we must connect the output pad out-
ward, for example, the GSG probe or the bonding wire. It is difficult to put the whole 
GSG pad inside the transformer, and the bonding wire will also introduce unbalance 
unless the flip-chip packing technique is applied.

The rectangular distributed active transformer (DAT) with push–pull amplifiers is 
an evolution of transformer power combiner as shown in Figure 10.17. The DAT com-
bines several push–pull amplifiers in a more efficient way [21]. The dc and the ac in 
the DAT are depicted in Figure 10.18. The dc supplies are added at the common node 
of the transformer, and ac goes around the circle of the transformer. A transformer 
power combiner with four primaries can deliver four times higher output power.

A 2 W 2.4 GHz single-stage fully integrated DAT switching power amplifier in 
class E/F has been fabricated and measured using 0.35 μm CMOS transistors in a 
BiCMOS technology [21]. Driving a balanced load, an output power of 1.9 W at 
2.4 GHz is obtained with 8.7 dB gain, using a 2 V power supply. The corresponding 
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PAE is 41% and drain efficiency is 48%. The amplifier can also drive a single-ended 
load, achieving a PAE of 31% with an output power of 2.2 W (33.4 dBm), gain of 
8.5 dB, and drain efficiency of 36%. It can also produce 450 mW using a 1 V supply 
with a PAE of 27%.

Another example working at 60 GHz of the DAT is shown in Figure 10.19 [22], 
and the schematic of the power amplifier is shown in Figure 10.20. When 1 V VDD 
is applied, 17.9 dBm Psat and 15.4 dBm OP1d are achieved. Including all DAs and 
UAs, the peak PAE at 1 V VDD is 11.7%.
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A stack-up transformer [23] with ground shields is used in the example depicted 
in Figure 10.21 to reduce the loss of the DAT and achieve a good coupling factor. The 
transformer has a sandwich-like structure. The primary inductor is stacked verti-
cally above the secondary inductor. A ground shield is located under the transformer, 
which achieves a coupling factor of k = 0.8.

Figure 10.22 shows a 3D view of the sandwich-like transformer structure. 
The top metal is used as the primary coil of the transformer and the other top 
metal is used as the secondary coil. The dc supply of the amplifiers is from the 
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center of the transformer. The  schematic of the power amplifier is shown in 
Figure 10.23. The PA was designed using a 0.13 μm SiGe BiCMOS technology 
with cutoff frequencies fmax/f T = 240/200 GHz. The output power and PAE ver-
sus input power are shown in Figure 10.24.

These power amplifiers give some good examples of the usage of a DAT. But two 
problems still exist. First, it is very difficult to combine a lot of unit power amplifiers 
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together using a rectangular transformer. Figure 10.26 gives a simple example of 
extending the quantity of the unit power amplifiers. But the adjacent primary wind-
ings carry currents in opposite directions [24], which will greatly influence the per-
formance of the transformer. Second, the input impedance of each primary wing is 
unequal, which generates the common-mode signal and limits the maximum output 
power [21]. The structure of the traditional transformer power combiner is shown in 
Figure 10.25. The voltage on the secondary changes from V to 0 from the differential 
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output terminals to the virtual ac ground as shown in Figure 10.25. Therefore, the 
voltage distribution on the secondary is not symmetrical at the Y-axis. Asymmetric 
voltage leads to asymmetric coupling between primary and secondary. As a result, 
differential input impedance at the four differential input ports is asymmetric at the 
Y-axis. It means that differential input impedances at ports 1 and 2 are different from 
differential input impedances at ports 3 and 4. Both of the shortcomings aggravate 
when the circuits are working at the mm-wave band.

A figure 8 power combiner architecture [24] is proposed to solve the first prob-
lem. Figure 10.27 shows a single ring of the proposed transformer, and Figure 10.28 
shows a simple power-combined PA schematic using the proposed transformer. The 
primary coils are driven by push–pull amplifiers, and the secondary coil is imple-
mented in alternating orientation, just like “8.” This layout minimizes the cancella-
tion effect caused by the adjacent windings because the currents in the primaries of 

Vout– +

–+ –+ –+ –+

FIGURE 10.26 A simple transformer able to combine a lot of unit PAs. (From Haldi, P. 
et al., IEEE J. Solid-State Circ., 43(5), May 2008.)

P+ P–

S–

S+

S–

S+

FIGURE 10.27 A single ring of proposed figure 8 power combiner. (From Haldi, P. et al., 
IEEE J. Solid-State Circ., 43(5), May 2008.)
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the two adjacent stages flow in the same direction. This significantly improves the 
performance and also reduces the common-mode coupling. The use of the two par-
allel coils for each primary winding on either side of each secondary winding miti-
gates the current crowding effect. The current in the secondary windings is spread 
more uniformly and the loss is therefore reduced.

A way to cope with the asymmetric nature of a DAT is to insert auxiliary compo-
nents and implement different transistor dimensions for each combining stage [25]. 
This is a simple way to solve the problem.

From the idea of the symmetrical balun in Figure 10.28, fully symmetrical power 
combiner can also be designed. Figure 10.41 shows the structure of an eight-way 
fully symmetrical DAT. The secondary consists of two parallel windings with an 
identical structure but opposite direction. The current on two parallel windings flows 
in the same direction. As the voltage on secondary of the traditional transformer 
power combiner, the voltage on each wind of the secondary in this transformer power 
combiner is also unevenly distributed. However, the uneven voltage distributions on 
two identical windings balance out. Thus, voltage coupling between primaries and 
secondary is symmetrical to the Y-axis. The two parallel secondary windings con-
nect together at the center of the transformer power combiner. Combined power goes 
from this center connection point to the output port through a differential transmis-
sion line. To make the transformer symmetric to the X-axis, a floating dummy dif-
ferential transmission line is designed as shown in Figure 10.29. Symmetries to both 
the X-axis and Y-axis lead to balance of the differential input impedance at the four 
input ports of the primaries.

As shown in Figure 10.30, the primaries of the transformer are designed in the 
top metal layer with ultrathick metal and the secondary is allocated one layer lower. 
dc supplies are applied at the virtual ac ground points at the center of each of the 
four primaries. Simulation results demonstrate that the 100 Ω differential load is 
transformed to the optimal load impedance of the last power stage at 60 GHz, and 
the uniformities of the real part and imaginary parts of the four differential input 
impedances are better than 5% and 7%, respectively. The simulated loss of the trans-
former is 1 dB at 60 GHz.

Cin

++ – +––– +

Cin

Cout Rload

Cin Cin

VDD VDD VDD VDD

FIGURE 10.28 Simplified schematic of the PA with the implemented figure 8 power com-
bining network. (From Haldi, P. et al., IEEE J. Solid-State Circ., 43(5), May 2008.)
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A four-stage 1.2 V class A power amplifier is designed using the fully symmetri-
cal eight-way transformer power combiner in 90 nm CMOS. The schematic of the 
power amplifier is shown in Figure 10.31. Drain voltage is 1.2 V to ensure transistor 
reliability. Drain current density is designed to be 0.3 mA/μm to maximize fmax. Four 
stages are selected to provide enough gain at 60 GHz. Ai (i = 1, 2, 3, 4) stands for 
each stage of the designed four-stage PA. The transformer power combiner provides 
optimal load to the last PA stage so that no extra capacitance is needed at the input 
ports of the transformer. The last stage includes four differential common source 
(CS) amplifiers. In each differential CS amplifier, three power amplifier cells with 
a gate width of 76 μm are used for positive signal and three cells with the same 
gate width are used for negative signal. Load impedance of every power stage is 
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FIGURE 10.29 Diagrammatic sketch of a fully symmetrical eight-way transformer combiner.
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FIGURE 10.30 Implementation of a fully symmetrical eight-way transformer combiner.
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selected based on output power consideration. The output port of PA is differential 
and a balun is used to transform a 100 Ω differential load to a 50 Ω single-ended 
load to perform a test. Interstage matching networks between A4, A3, and A2 are 
implemented by using a transmission line. A single stub tuner is adopted to provide 
conjugate matching between adjacent stages. A balun is used to transform single-
ended signal to differential signal at the input port. Meanwhile, it provides imped-
ance matching for the first stage of the PA.

Each CS amplifier stage in the PA consists of a parallel power amplifier cell. 
Selection of gate width per finger and finger number of each power amplifier cell is 
important in determining gain of each stage. As the gain of each stage decreases, the 
total gate width of the power amplifier cell increases; the total gate width of a power 
amplifier cell should be as small as possible under the precondition that stability is 
maintained. For certain value of the total gate width, different gate width per finger 
and finger number can be selected. But too many fingers or too large finger width can 
increase the total equivalent gate resistance. When power amplifier cells are parallel 
connected with each other, the large transistor width due to large finger numbers can 
cause signal imbalance in the input and output port of the power amplifier stage. As 
a result, less finger number is preferred when choosing a combination of different 
finger numbers and gate width per finger.

As shown in Figure 10.31, the interstage matching network also has the function 
of power dividing and the four differential PA cells in the last stage of the amplifier 
are located at the four corners of the transformer power combiner. It is challenging 
to connect these four PA cells with the previous stage and ensure that in-phase input 
signal is able to be delivered to the four differential PA cells. Microstrip transmission 
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FIGURE 10.31 Diagram of the power amplifier using a fully symmetrical DAT.
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line is implemented as the interstage matching network in the proposed PA because 
it offers great flexibilities in the layout and moderate loss. By controlling the char-
acteristic impedance Z0, the length of microstrip transmission lines in the matching 
network can be increased or decreased. Microstrip is also easy to turn a corner, 
which is inevitable in matching network with power dividing function. Thus, a com-
plicate power dividing and impedance matching network with compact layout can be 
easily designed. In addition, microstrip transmission lines can provide well-defined 
current return definite path, which is critical to achieve a first-pass silicon success. 
With these advantages, microstrip transmission lines are suitable to be used in the 
interstage matching network of a multistage power amplifier with an eight-way trans-
former power combining network.

The on-chip balun used for the test is designed separately and measured. The struc-
ture of the transformer balun is shown in Figure 10.32. As loss of the balun can be de-
embedded from the circuit measurement result, good port balance and compact layout 
constitute the main aim in the design of this balun. The balun comprises a transformer 
and parallel terminal open microstrip. The transformer transforms single-ended termi-
nal to two balanced terminals, and the terminal open microstrip resonates with input 
inductive susceptance. To reduce the layout area, the width of the balun is not very 
important because in most cases the width of a chip is not determined by the width 
of the balun but is determined by the width of the core circuit. In this condition, the 
parallel microstrip stub does not increase the chip area and attention should be paid to 
reduce the distance between the single-ended port and the balanced port of this balun.

The die photo of the power amplifier is shown in Figure 10.33. Figure 10.34a 
shows comparison between measured results and simulated results. Measured S21 
is 16.8 dB. S11 and S22 are better than −13 dB from 55 to 65 GHz. As shown in the 
figure, 3 dB bandwidth is extended from 54 to 65 GHz. At 65 GHz, S21 is 16 dB, 
so 3  dB bandwidth of the power amplifier is larger than 11 GHz. Figure 10.34b 
shows the measured output power, gain, and PAE versus input power at 60 GHz. 
At 60 GHz, 1 dB compression point output power is 17.3 dBm, peak PAE is 13%, 
and saturated output power is 20 dBm. The power amplifier occupies an area of 
0.675 mm2, excluding the pads and output balun.

Transmission
line

Tap

Balanced port
Zin2

Zin1

Zload

Primary winding
Secondary winding

FIGURE 10.32 Structure of the transformer balun for measurement.
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10.4.3 stackeD PoweR aMPlifieRs

An important method to overcome the low breakdown voltage and low power gain 
of the CMOS transistors is using the stacked transistors. If the max voltage on a 
single transistor is VDD, the voltage on n transistors can reach n*VDD, which allows 
higher output power. At the same time, the output impedance will increase because 
it is the cascode of the output impedance of each transistor. Figure 10.35 depicts two 
kinds of schematics of the stacked power amplifier with different input connection.

For the cascode amplifiers, the gates of the common-gate transistors are 
connected with ac ground. But they are often connected to proper impedance 
in a stacked amplifier, and this will reduce the gain of the amplifier [26]. This 
makes the stacked power amplifier more suitable for the large signal condition. 
Higher output power and drain efficiency can be achieved. Extra components 
are often added at the intermediate node to optimal complex intermediate node 
impedance. Figure 10.36 shows three examples of the extra components at the 
intermediate node.

A simple example [27] of a quadruple-stacked power amplifier working at 18 GHz 
using 130 nm gate-length mHEMTs is given, the schematic of which is shown in 
Figure 10.37. The transistors are just stacked together with no extra components. 
This will not maximize the performance of the amplifier but will save the area of 
the chip. The measured output and PAE versus input are depicted in Figure 10.38.

FIGURE 10.33 Die photo of the power amplifier using a fully symmetric DAT.
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A 90 GHz power amplifier [28] implemented with three series-connected (stacked) 
FETs in 45 nm SOI CMOS is shown in Figure 10.39. Shunt elements are used at 
the intermediate node. The stacked power amplifier has been fabricated in the 
45 nm SOI CMOS process, and the performance of the power amplifier is shown in 
Figure 10.40. It delivers saturated output power of 17.3 dBm in the 88–90 GHz range 
with peak PAE of 9%.

10.4.4 high Pae Pa

The PAE is the key index of a power amplifier. Power amplifiers usually consume 
most of the dc power among all of the modules. It determines how long the batteries 
of our movable equipment last and how much energy the base stations will waste.
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Limited by the speed of the transistor and the loss of the silicon substrate, the 
power amplifiers in the mm-wave band often work at class A state. The PAE is usu-
ally between 5% and 15%.

With the development of the technology, the cut-off frequency of the transistors 
is beyond 300 GHz, which makes it possible to design a high PAE power amplifier.

A mm-wave class E tuned power amplifier [29] realized in 0.13 μm SiGe 
BiCMOS technology is shown in Figure 10.41. The fmax and fT of the transistor are 
240 and 200 GHz. The input impedance transformation network provides a low 
real source impedance to realize the switching-mode operation instead of opti-
mum power match at 60 GHz. At 58 GHz, it achieves a peak PAE of 20.9%, peak 
power gain of 4.2 dB, and saturated output power of 11.7 dBm. The performance 
of the power amplifier is shown in Figure 10.42.
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FIGURE 10.35 (a) Series input stacked power amplifier and (b) parallel input stacked power 
amplifier.
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FIGURE 10.36 Stacked power amplifier with extra components: (a) series inductor, 
(b) parallel inductor, and (c) parallel capacitor.
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Lee, C. et al., IEEE Microw. Wireless Compon. Lett., 19(12), 828, December 2009.)
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Another class E tuned power amplifier [30] is depicted in Figure 10.43. The power 
amplifier is implemented in 32 nm SOI CMOS. Both the single end and the differen-
tial amplifiers are designed.

The large signal simulation is shown in Figure 10.44. It can be seen that the drain 
voltage reaches its maximum value when the current is very low. The peak PAE of 
the power amplifier is >21%.
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FIGURE 10.43 Schematic of the single end differential class E PA. (a) single end and 
(b) differential. (From Ogunnika, O.T. and Valdes-Garcia, A., A 60 GHz class-E tuned power 
amplifier with PAE >25% in 32 nm SOI CMOS, in: IEEE RFIC, Montréal, Québec, Canada, 
pp. 65–68, 2012.)
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Because of the high performance of the stacked power amplifiers, it is widely 
used to realize the high PAE power amplifiers in the mm-wave band. A schematic of 
a high PAE power amplifier [31] using a stacked transistor is shown in Figure 10.45. 
In order to achieve the best performance of the power amplifier, both M1 and M2 
should have the optimized load impedance. Shunt transmission lines are used to 
make it satisfy the condition.

The PA achieves 34.4% peak PAE at 18.2 dBm output power and Psat of 
18.6 dBm with P1 dB of 17.5 dBm measured at 42.5 GHz. The measured output 
power, gain, and PAE as a function of input power at 42.5 GHz are shown in 
Figure 10.46.

Modern modulation technique makes the wave of a signal to have peak-to-average 
power ratios (PAPRs), but most of the power amplifiers have high PAE only at a high 
input power state [33]. The Doherty power amplifier is a solution for this problem. 
The examples of high PAE power amplifiers make it possible to realize the good 
performance of the Doherty power amplifier.

A Doherty power amplifier example [32] using the stacked power amplifiers is 
fabricated using 45 nm SOI CMOS technology. The main amplifier and the auxiliary 
are both stacked power amplifiers with a shunt transmission line at the intermedi-
ate nodes. This amplifier achieves peak PAE of 23% and at 6 dB back-off power 
it reaches 17%. The PAE and drain efficiency of the Doherty power amplifier are 
depicted in Figure 10.47.

A modified Doherty power amplifier [33] is introduced using an active phase-
shift preamplifier to replace one-quarter wave transmission line. The block  diagram 
of the proposed Doherty power amplifier is shown in Figure 10.48. A slow wave 
 transmission line (Figure 10.7) is also used to reduce the loss and length. The 
 measured PAE and drain efficiency are shown in Figure 10.49.
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10.5 CONCLUSION

Millimeter electromagnetic wave has many advantages that attract people to develop 
applications at this band. The challenges in designing a power amplifier using CMOS 
technology are summarized and the literature on solving these problems is reviewed. 
When the first circuit was designed for the mm-wave band, only basic function could 
be realized. But with the development of the technique of manufacturing and cir-
cuits, circuits with higher performance are designed and more applications can be 
implemented. It does not take a genius to figure out that in the foreseeable future 
applications in the mm-wave band with amazing performance will be all around us 
and make our lives more convenient.
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11 Millimeter-Wave 
Frequency Multiplier 
with Performance 
Enhancement

Chiennan Kuo

11.1 INTRODUCTION

Recently, complementary metal-oxide-semiconductor (CMOS) technology has been 
successfully extended to wireless transceiver circuits in the regime at millimeter-
wave (mmWave) frequencies. CMOS circuits are feasible for various applications, 
such as high-speed wireless data transmission in the 60 GHz band and automotive 
radar detection at 77 GHz. No matter what kind of applications, a signal source is a 
must in a mmWave system. In typical cases, a local oscillator (LO) signal is required 
for frequency conversion. In some cases, data can be directly modulated on a source 
to obtain amplitude, phase, and frequency modulating signals. Signal generation is a 
process that converts dc energy to radiofrequency (RF) power using the circuit block 
of an oscillator. Oscillator design faces performance challenge with the fundamental 
frequency directly at the mmWave frequency and beyond. It is difficult to obtain 
stable oscillation, and the phase noise is not so good. Besides, the energy conver-
sion process is typically of low efficiency at high frequencies. A circuit normally 
consumes large dc power.
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To alleviate the difficulty of fundamental oscillator design at high frequencies, an 
effective option is indirect generation by means of frequency multiplication. A fre-
quency multiplier takes a low-frequency input and produces a high-frequency output. 
This is a popular method to generate a high-frequency signal from the harmonic out-
puts of a low-frequency fundamental source. Its operation can be illustrated using the 
frequency spectrum in Figure 11.1. The input sinusoidal signal of vi cos(ωit) enters 
the multiplier. The output becomes vo cos(nωit), where n is the frequency multiplica-
tion factor. In the case that a very high-frequency signal is in need, several multipli-
ers can be cascaded in series. Alternatively, it is preferred to have a multiplier with a 
large multiplication factor. In most circuit applications, n is in the range from 2 to 4.

The advantage of frequency multiplication is manifold. It helps quickly undergo 
a mmWave project using available and proved designs to save the time to market. 
Usually the designs of low-frequency sources have been well developed with good 
performance. This was seen in the early development of 60 [1] and 160 GHz [2] 
wireless communication systems. In these two references, a multiplier with a factor 
of 3 was proposed to generate the required LO for frequency conversion. Besides, 
frequency multiplication gives appropriate phase noise performance. As predicted 
by the Leeson equation [3], phase noise theoretically degrades by the factor of 20 
log(n) if the frequency increases by n times. Direct generation of fundamental 
oscillation usually has a worse result. On the contrary, multipliers have better per-
formance, beneficial from the low-frequency source of high quality. Furthermore, 
frequency multiplication is possible to offer an output frequency exceeding the max-
imum oscillation frequency ( fmax) of active devices. Huang reported a quadrupler 
at 324 GHz, which is twice of the device fmax given by the applied 90 nm CMOS 
technology [4].

The microwave society has made a spectacular progress in design techniques of 
frequency multipliers over the past few decades. Several approaches are available. 
The basic design principle is based on device nonlinearity. For a high multiplica-
tion factor, frequency mixing is more effective. If the operation frequency range is 
not large, we can apply injection locking to lift the output power. Additional design 
effort is on spur suppression. In this chapter, we will discuss these design techniques 
in CMOS frequency multipliers.

11.2 CHARACTERIZATION OF FREQUENCY MULTIPLIER

The design of a frequency multiplier is associated with optimization of several 
parameters. This section is a review of those design parameters typically specified 
for a frequency multiplier.

Power Power

Frequency Frequency
vi

vo

ωi 2ωi 3ωi nωi

Frequency
multiplier

× n

FIGURE 11.1 A frequency multiplier generates an output at the n times of the input 
frequency.
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11.2.1 outPut PoweR, Pout, anD outPut efficiency, ηn

Output power is measured at the multiplied frequency, Pout(nωi), referring to the load 
impedance of 50 Ω typically. As a signal source, the output power of a multiplier 
circuit is better as high as possible. It is therefore important to specify the maximum 
or the saturation output power. From the viewpoint of circuit operation, large signal 
is often involved in the design. Thus, it is necessary to characterize circuit efficiency. 
The conversion efficiency can be assessed by

 
η

ω
n

iP n
P

= out

DC

( ) .  (11.1)

11.2.2 conveRsion gain, Gc

A multiplier generates the output corresponding to the input signal. How the sig-
nal amplitude transfers from the input to the output is of great interest to multi-
plier design. The arrangement of different signal frequencies is similar to that in an 
upconversion mixer. Accordingly, the conversion gain can be defined as
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 (11.2)

if characterized in the voltage domain. It can be specified in the power domain as well.

11.2.3 haRMonic Rejection Ratio

Signal purity at the output can be inspected by harmonic rejection ratio (HRR). 
Ideally only one desired signal of interest appears at the output. Many other fre-
quency components, however, are also visible in reality. For example, the multipli-
cation factor is two in a frequency doubler. It is not uncommon to find other output 
components at the third and high-order harmonics of the input frequency. They are 
considered as spurious noise. Depending on the applications, these spurs are speci-
fied not to exceed a maximum level relative to that of the desired frequency, defined 
as HRR,
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 (11.3)

where
n refers to the desired output
m stands for the order of the spurs

In most designs, a filter is usually placed at the output to suppress spurs and improve 
the rejection ratio. If the voltage ratio is specified, the impedance at different fre-
quencies needs to be taken into account.
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11.3 FREQUENCY MULTIPLICATION BY NONLINEARITY

As far as the frequency arrangement is concerned, a frequency multiplier is  essentially 
a nonlinear circuit. The basic realization of frequency multiplication is by means of 
device current/voltage nonlinear characteristic. If driven by a large sinusoidal input 
signal, a nonlinear circuit generates a harmonic-rich waveform. This is different from 
the design of a linear amplifier, which is aimed at prevention of waveform distortion. 
The notorious outcome of harmonics generation, however, becomes favorable to a 
frequency multiplier. Nevertheless, the downside is the presence of many harmonics. 
The only desired one is the harmonic with the order of the frequency multiplication 
factor. Filtering is generally necessary to suppress all other harmonics.

Several factors determine device nonlinearity and harmonic generation. The major 
effectiveness comes from the bias condition, which dominates transconductance non 
linearity and low-frequency multiplication. The second-order nonlinear effect arises 
from voltage-dependent parasitic capacitances. Camargo gives tutorial discussions 
on the design steps using a quasi-linearization procedure to resolve the frequency 
components [5]. Consequently, the equivalent circuits at each harmonic are derived. 
Note that the analysis shall include the impedance conditions at the source and load, 
which affect harmonic generation and in turn impact on output power.

The first thought of devices with strong nonlinearity leads to diodes. Diode multi-
pliers have been developed early in the microwave society. The capability of current 
rectification utilizing the exponential characteristic is very advantageous to doubler 
design. The half-wave rectified waveform has abundant harmonics. A filter at the 
output helps select the desired second-order harmonic. For better efficiency, we can 
choose the configuration of the balanced antiparallel connection due to full-wave 
rectification [6]. The fundamental currents are 180° out of phase in the antiparallel 
diodes, while the second-order harmonics are in phase. Consequently, the circuit 
gives an output of the second-order harmonic without the fundamental feedthrough. 
Among various types of diodes, the Schottky-barrier diode can carry out a very high 
maximum frequency [7]. Here, we focus the discussion on the implementation of 
CMOS transistor multipliers.

A CMOS transistor has nonlinear output current in response to the input gate volt-
age. Although a CMOS transistor can operate like a diode if the drain and gate nodes 
are connected together, the design would be more attractive to utilize it as a three-
terminal device. It is important to bias the gate voltage properly to maximize the 
output harmonic currents. As a transconductor, the transistor bias can be categorized 
into different classes traditionally according to the conduction time percentage or the 
conduction angle. The transistor of class A turns on all the time and only provides 
linear responses. Unless the transistor is overdriven by a large input swing to result in 
a clipped waveform, it is of no use to a multiplier. Operated in class B, the transistor 
turns on in a half of the duty cycle and behaves like a current rectifier. Biased in class 
C, the transistor shows waveform distortion very severely. To demonstrate the design 
principle, we will review the bias condition.

Figure 11.2 shows a typical time response of the input-to-output transfer in a 
common-source transistor. Without loss of generality, the plot shows the bias condi-
tion in class AB. A piecewise linear model is applied to simplify the nonlinear MOS 
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transistor characteristic. Let the transistor turn on if the input voltage vIN is larger 
than a threshold voltage VT. Then the governing equation can be written as
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The gate port of the transistor is biased at VBIAS, which is higher than VT. Assume the 
input is a sinusoidal voltage of amplitude VA at the frequency ω, expressed as

 v V V tAIN BIAS= + cos .ω  (11.5)

If operated in class A, the transistor is fully on. The output drain current would be 
of the amplitude, IA = gmVA. In class AB operation, the transistor is turn on with the 
conduction angle 2α < 360°, but larger than 180°. The following formulation, nev-
ertheless, is applicable to other class types as well. The time response of the drain 
current waveform can be written as
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where the bias current IBIAS corresponds to the bias voltage VBIAS. Given the condi-
tion of zero drain current at ωt = α, the parameter α can be derived as

 I IA cos .α = − BIAS  (11.7)

Imax
IDID

IA
IBIAS ωt

ωt
(b)

vIN

vIN

VA

2π

2β = 2π – 2α
2α > π

πVT
VBIAS

νIN =VBIAS +VA cos ωt

(a)

iD = IBIAS + IA cos ωt

FIGURE 11.2 (a) A common-source transistor as a frequency multiplier and (b) the time 
waveforms of a class AB transistor with the conduction angle of 2α.
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Consequently, we can rewrite the drain current waveform as
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where Imax = IBIAS + IA = IA(1 − cosα).
How effective can we apply the transistor as a frequency multiplier? The time 

response in (11.8) contains all the harmonics. We can do the spectral analysis of the 
drain current. The Fourier series of the drain current in (11.8) can be expanded as
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where Ian and Ibn are the coefficients of the nth-order harmonic in the Fourier series. 
It can be found that all Ian = 0. The expression of Ibn can be generally derived using 
the integral
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The equation is valid if n > 1. This is good enough for our interest to understand the 
application as a multiplier. For instance, Ib2, Ib3, and Ib4 are associated with a doubler, 
a tripler, and a quadrupler, respectively. I0 stands for the dc current. It can be calcu-
lated from the integral
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which gives an estimate of the power consumption of the circuit. It is obvious the 
output currents depend on the bias. Figure 11.3 plots the magnitudes of harmonic 
currents normalized to Imax with the parameter of the transistor conduction angle 

225
0.0

0.1

0.2

0.3

0 45 90 135 180 270 315 360
2α (°)

Harmonic order n

Ibn
Imax

n = 2
n = 3
n = 4
n = 5

FIGURE 11.3 The normalized magnitude of the nth-order harmonic current with the 
parameter of the transistor conduction angle 2α.
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according to (11.10). The optimal design occurs at the condition of maximum output 
currents, or at the conduction angle such that d(Ibn)/dα = 0. Take a frequency doubler 
as an example. The optimal conduction angle is determined by

 

dI
d

I d
d

b2 3 3
6 1

0
α π α

α α
α

=
−
−

⎡

⎣
⎢

⎤

⎦
⎥ =

max sin sin( )
( cos )

.  (11.12)

Thus, it can be found that the conduction angle, 2α, is 120°. Similarly, the optimal 
angle is 79.7° for a tripler, 59.7° for a quadrupler, and so on. These bias conditions are 
actually in the class C operation.

Although the aforementioned results give the maximum output current, it is worth 
extending the concern to spurious noise as well. Three cases of different transis-
tor conduction angles are summarized in Table 11.1 for comparison. Case 1 gives 
the maximum second-order harmonic output current, about 11.2 dB below Imax. The 
HRRs to the third and the fourth harmonic currents are 6 and 20 dB, respectively. If 
the conduction angle is chosen as 146.4° instead of 120°, the output current decreases 
by 0.4 dB but the third harmonic spur is reduced by extra 4.8 dB. If the conduction 
angle is chosen as 180°, the third harmonic spur can then be removed at the expense 
of extra 2.3 dB reduction of the output current. The tradeoff really depends on the 
application. A designer shall determine the bias condition for proper performance.

Since dc energy is converted to RF power, it is interesting to know the output 
efficiency. Assume the impedance remains the same at all harmonic frequencies. We 
simply calculate the current ratio as the efficiency,
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Generally speaking, the analysis is valid to all nonlinear devices. Given the transfer 
function of the device characteristic, we can obtain the appropriate bias condition. 
The next step of the design is to incorporate the supply voltage bias circuitry. We 
need to pay some attention to reduce the loading effect of the bias circuit. A high 
impedance inductor is usually used as an RF choke. At mmWave frequencies, a 
parallel LC resonator at the signal frequency is more operative. The microwave 
approach is through quarter-wavelength interconnect lines, which work as an imped-
ance transformer. The ac ground at the supply voltage node is converted to high 
impedance at the signal line. Along with the impedance concern, quarter-wavelength 

TABLE 11.1
Three Cases of Different Bias Conduction for Doubler Design

Parameter Case 1 Case 2 Case 3

Conduction angle 120° 146.4° 180°

Normalized output current (|Ib2/Imax|) −11.2 dB −11.6 dB −13.5 dB

HRR3 (|Ib2/Ib3|) 6 dB 10.8 dB ∞
HRR4 (|Ib2/Ib4|) 20 dB 20 dB 13.9 dB
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open stubs are often used to enhance the output power and suppress spurious noise. 
In spite of impedance conjugate matching at the signal frequencies, the additional 
output-of-band impedance conditions at harmonic frequencies have an effect as well. 
In Boudiaf’s tripler circuit [8], two open stubs are placed at the input gate port at the 
frequency of 2ω and 3ω, and two other open stubs at the output drain port at ω and 
2ω. Those open stubs provide preferred low impedance and improve the efficiency.

The remaining issues always exist how to boost the output signal and how to sup-
press spurious noise furthermore. As mentioned, proper transistor bias can suppress 
harmonic spurs. The fundamental leakage usually appears at the output with a sig-
nificant level. If considered from the viewpoint of circuit architecture, the issue can 
be alleviated effectively. An interesting example is the push–push circuit as shown in 
Figure 11.4, consisting of a differential transistor pair M1,2. The circuit is commonly 
used as a doubler if differentially driven by vin(ωt). The second-order harmonic cur-
rents id(2ωt) are in phase and sum up at the output. The fundamental currents id(ωt) 
appears out of phase and cancel out each other after combination. The circuit config-
uration gives no odd-order harmonic current at the output, no matter what bias condi-
tion is chosen. As a matter of fact, M1,2 can be a part of oscillators. The circuit then 
becomes two coupled oscillators with differential drain currents. A transmission-line 
resonator of half wavelength at the fundamental frequency ensures differential cou-
pling at oscillation [9]. Another example is an LC cross-coupled oscillator [10]. In a 
word, the push–push configuration is likely the most popular for a doubler design.

11.4 FREQUENCY MULTIPLICATION BY FREQUENCY MIXING

Alternative approach of multiplier design is based on the concept of a frequency 
upconversion mixer. An upconversion mixer is typically applied to a wireless system 
to modulate the radio carrier. It takes two inputs of an LO and an intermediate fre-
quency (IF), and makes use of the second-order nonlinearity to generate the RF out-
put at the mixed frequency that is the sum of the two input frequencies. Frequency 
multiplication can utilize the operation. If the two inputs are of the same frequency, 
the summed frequency is therefore a double. The difference between a mixer and 
a multiplier is not much. In a mixer, the LO level is usually very large in order to 
switch the circuit on and off for high conversion gain. The circuit still requires to 
be linear as far as the IF signal is concerned. In a frequency multiplier, there is only 
one input such that the signal levels are obviously the same. The operation requires 
boosting nonlinearity and enhancing frequency mixing. There is no linearity con-
cern. Nevertheless, the same circuit schematic can be applied to both.

M2M1vin(ωt)
+

–

id(2ωt) id(ωt) id(2ωt)

FIGURE 11.4 The push–push configuration in a frequency doubler.
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The block diagram of a frequency doubler as shown in Figure 11.5a can illustrate the 
frequency-mixing concept. The input is at the frequency of ω. The final output becomes 
cos(2ωt) after removing dc by the blocking capacitor. It is quite popular to apply the 
well-known Gilbert multiplier circuit to realize the active mixer design, as shown in 
Figure 11.5b. It shows a double-balanced circuit driven by two fully differential inputs 
of vi1 and vi2. In the circuit, transistors M1–6 provide four current paths, controlled by 
the input voltages to allow currents flowing through in different phases. These four 
current combines at the output nodes, yielding to a different output voltage. The total 
current is constrained by the tail current source of ISS. It is current commutation to cause 
frequency conversion. The commutative currents result in the output frequency at 2ω, 
which is selected by a simple LC filter of the inductive load and the output parasitic 
capacitance. We have to be cautious to the phase difference between vi1 and vi2. To a sim-
ple mixer, vi1 and vi2 have different frequencies such that the phase difference does not 
matter. To a multiplier, keeping vi1 and vi2 in phase ensures maximum conversion gain. 
Careful layout work is therefore necessary to avoid introducing undesired phase shift.

Frequency mixing is advantageous to implement a high multiplication factor eas-
ily. Many other outputs are generated in the operation. The output frequencies can be 
written as the linear combination of the two inputs as ωout = mωi1 + nωi2 = (m + n)ωi. 
That is, it is possible to have a large multiplication factor out of the mixer circuit with 
appropriate filtering to pick up the correct high-order harmonic. Usually the high-
order output power is less than the second order. Similar to the nonlinearity approach 
in Section 11.3, bias optimization can enhance the output power to some extent. Yet 
changing the configuration appears to be more effective. A cascaded architecture for 
a frequency tripler is depicted in Figure 11.6a, consisting of two mixer stages. The first 
stage is essentially a doubler and generates the frequency of 2ω. The second stage, 
taking this signal and mixing with the input fundamental, gives the output of cos(3ωt). 

LD2LD1

vo
+

vo
–

vi1

vi2

ISS

M3 M4 M5 M6

M1 M2

(b)

vin ~ cos(ωt)

(a)

vout ~ cos(2ωt)
Cblock

FIGURE 11.5 (a) A frequency doubler using frequency mixing and (b) a double-balanced 
Gilbert mixer circuit.
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Of course, the doubler can be realized by a different approach, instead of frequency 
mixing. An equivalent architecture is illustrated in Figure 11.6b. Consequently, 
circuit implementation can utilize a type of mixer circuits, called the subharmonic 
mixer (SHM) [11], which combines the doubler and mixer in the cascode configura-
tion as shown in Figure 11.6c. This current-reuse topology is advantageous in low 
power consumption. Two differential input signals, vi1 and vi2, of the same magnitude 
are fed into the transistor pairs. The double-balanced circuit schematic looks very 
similar to the Gilbert circuit in Figure 11.5b, except those two transistor pairs of 
M1,2 and M3,4. Readers might have identified that those transistor pairs are efficient 
frequency doublers in the push–push configuration. It generates the output current at 
2ω to drive the top source-coupled differential pairs M5,6 and M7,8, which work as the 
mixer switching stage. This mixer produces the third-order harmonic by frequency 
upconversion of current commutation. Conversion gain relies on the second-order 
nonlinearity in transistor pairs. To maximize the efficiency of frequency conversion, 
each transistor should be biased at the gate voltage for the maximum voltage deriva-
tive of device transconductance (g ḿ). It can be seen that the entire multiplier circuit 
is realized in single circuit. The cost is the requirement of quadrature phases, which 
bring differential second harmonic output currents from M1–4.

Circuit design can be further extended to a quadrature tripler, including in phase 
and quadrature (I/Q) signal paths. This is useful for LO generation in a practical 
system. An interesting design of a K-band tripler in a 0.18 μm CMOS technology has 
quadrature signal generation using coupled I/Q signals [12]. The design is motivated 

cos(ωt) cos(3ωt)
cos(2ωt)

(a)

cos(ωt) cos(3ωt)×2

(b)

(c)

LD1 LD2

vo
+

vo
–

vi1

vi2,0
vi2,180 vi2,90 vi2,270

M5 M6

M1 M2 M3 M4

M7 M8

ISS

FIGURE 11.6 A frequency tripler using (a) cascaded mixers, (b) the equivalent architecture 
of a doubler and a mixer, and (c) a double-balanced subharmonic mixer.



291Millimeter-Wave Frequency Multiplier with Performance Enhancement

by evaluating the SHM output current. Analysis of a single-balanced SHM reveals 
that the output current magnitude is strongly dependent on the phase difference 
between the two inputs but insensitive to the amplitude imbalance. The mixer gener-
ates small output current if the signals are in phase, and maximum if the inputs are 
around ±90° out of phase. As the operation frequency increases, the optimal phase 
difference moves away due to nonideal parasitics. Figure 11.7 shows the simulation 
result of the normalized third-order harmonic output current by sweeping the input 
phase difference of the signals at 7 GHz. As can be seen, quadrature input phases can 
still achieve the optimal condition of the maximum conversion gain. Therefore, the 
tripler circuit calls for a pair of I/Q input signals. As such, we can take two SHMs to 
form a quadrature tripler. The block diagram is as shown in Figure 11.8a, consisting 
of two single-balanced SHMs as shown in Figure 11.8b. This tripler features quadra-
ture signals at both the input and the output. The fundamental quadrature I/Q input 
signals at the frequency ω are first used to generate the second-order harmonics at 2ω 
by frequency doublers. Then the doubler outputs are mixed with the fundamentals to 
produce the quadrature third-order harmonic outputs at the frequency 3ω. The cross-
coupling between I and Q paths not only keeps the quadrature characteristic but 
also allows maximum frequency conversion efficiency. At the mixer output, induc-
tive load is preferred. Inductors LD1,2 nullify the parasitic capacitance at the output 
nodes and form resonators at 21 GHz. The resonators provide bandpass responses 
and suppress undesired spurs. Besides, the impedance of the resonators is low at the 
frequencies ω and 2ω, beneficial to boost the conversion efficiency [8].

The measured power transfer curve of the quadrature tripler is plotted in 
Figure 11.9a. The circuit is fully differential, but only one single-ended output node 
is probed. The input power is calibrated to the input of an on-chip balun. The output 
power increases as the input signal level increases, but eventually saturates at Pin of 
14 dBm. The frequency response of the conversion gain with two input power levels 
is plotted in Figure 11.9b. The maximum conversion gain of the core quadrature 
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FIGURE 11.7 The normalized third harmonic output current in a single-balanced SHM 
achieves the maximum if the two inputs are in quadrature phase.
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FIGURE 11.8 (a) The block diagram shows a quadrature tripler using coupled I/Q signals, 
including (b) two of the single-balanced SHM circuits.
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tripler achieves −5.7 dB, after subtracting the simulated loss of the balun. The HRRs 
of the fundamental, second-order, and fourth-order harmonics with the input signal 
at 7 GHz are 22.4 dBc, 16.1 dBc, and 20.2 dBc, respectively. Since the circuit is fully 
differential, the second-order leakage is not critical in practical applications. It is 
worth noting the measured phase noise of the input and output signals. The theo-
retical degradation is 20 log(3) = 9.5 dB in a tripler. The phase noise measured at 
1 MHz offset of the 7 GHz input signal source and the third-order output are −140.5 
and −130.5 dBc/Hz, respectively. This difference around 10 dB is in well agreement 
with the theoretical value. Table 11.2 summarizes the performance of the designed 
quadrature tripler.

Frequency mixing can be put in use with other techniques to further improve the 
circuit performance. Figure 11.10a is the simplified circuit of a frequency quadrupler 
in Huang’s design [4], consisting of two differential transistor pairs with tail current 
sources, ISS1,2. The circuit is driven by four quadrature input signals. Each transistor 
conducts in a half of the duty cycle and produces a rectified drain current. Four drain 
currents are of the same amplitude and 90° phase difference among one another. 
The design makes use of linear superposition to combine the four rectified drain 
currents at the output node and generate the fourth harmonic such that the conver-
sion gain achieves the maximum of −15.4 dB in theory. A distinct feature exists in 
the configuration. Because of circuit symmetry, ideally the fundamental, second, 
and third harmonics are all cancelled without filtering. In the original design, the 
tail current sources simply provide the required current biasing to the differential 
pairs. We can add frequency mixing into the circuit to further enhance the conver-
sion gain without extra dc power consumption. The idea is as shown in the revised 
circuit in Figure 11.10b. Transistor pairs, M5,6 and M7,8, acting as frequency doublers 
replace the two current sources. The two doublers result in even-order harmonic cur-
rents, which in turn inject to the rectifier stage and bring a larger output of the fourth 
harmonic. Note that quadrature phase difference is necessary between the upper 
and lower transistor pairs to allow maximum conversion gain. The conversion gain 
increases by 5 dB with the help of frequency mixing.

Same as the approach by device nonlinearity, a critical issue of frequency mix-
ing is spurious noise. Although filtering is a common method to pass the desired 

TABLE 11.2
Performance Summary of the Designed Quadrature Tripler

Technology CMOS 0.18 μm

Fundamental frequency range 6–8 GHz (42.8%)

Conversion gain −5.7 dB (at 7 GHz)

HRR1 22.4 dBc

HRR2 16.1 dBc

HRR4 20.2 dBc

Power consumptiona 7.5 mW

a Power consumption includes I/Q paths with the input power of 10 dBm at the balun input.



294 Wireless Transceiver Circuits

signal and suppress noise, on-chip implementation is usually limited by the quality 
factor of inductive passive elements. On the other hand, a good strategy is to utilize 
cancellation. Two signals of the same magnitude cancel each other if they are 180° 
out of phase. If we design two circuit paths in the multiplier to carry out the rela-
tive responses of sufficient amplitude and phase matching, the spurious noise will 
be cancelled. It is well known that the IC process features good device matching. 
Spur rejection can easily achieve 20–30 dB without much design effort. If calibra-
tion is introduced, rejection can be even better than 40 dB. The push–push doubler 
circuit discussed in the previous section essentially utilizes cancellation to remove 
the fundamental. As to a tripler, the fundamental spur normally goes with the third 
harmonic at a significant level. In the following, we would like to discuss the design 
for fundamental cancellation in a frequency tripler of a SHM.

Jackson proposed to apply a feedforward path to cancel the fundamental, as 
shown in Figure 11.11a [13]. This feedforward path allows the input signal to pass 
through directly to the output node with appropriate amplitude and phase adjust-
ment of Aejφ. Phase shifting is realized using a simple R–C network with a varactor 
for capacitance tuning. The network introduces a phase shift of φ = −tan−1(ωCR). A 
following inverting amplifier tunes for gain matching and also compensate for its 
loss. This feedforward signal cancels the fundamental spur after the subtractor and 
improves signal purity. The reported rejection achieves 30 dB. If the tunable range 
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FIGURE 11.10 (a) The quadrupler circuit using linear superposition [4] and (b) the revised 
circuit with frequency mixing.
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is concerned, the R–C network allows a quite limited phase range. Another thought 
is to apply an I/Q vector combiner for a larger range [14]. The combiner circuit is 
depicted along with a SHM tripler in Figure 11.11b. Transistors M5–12 are two sets 
of the combiner circuit. M7,8 and M11,12 provides vector combination of the input I/Q 
signals such that the output current iVT is tuned to the correct amplitude and phase, 
and match with the tripler output current, icore. The cascode configuration using the 
common-gate transistors M5,9 avoids loading effect on the tripler output. The bias 
condition is assisted by M6,10 to sustain the bias current. This combiner design oper-
ates in current domain and consumes less dc power. The measured fundamental 
rejection achieves 35 dB.

11.5 FREQUENCY MULTIPLICATION BY INJECTION LOCKING

Injection locking is a fascinating phenomenon in physics. It occurs to oscillators in 
circuit systems. Upon injection of an external signal, the oscillation frequency is 
changed and locked to that of the signal. The mathematical formulation of this non 
linear behavior was pioneered by Adler [15] and recently reworded by Razavi [16]. 
Numerous authors have studied in the past. Readers can follow their tutorial discus-
sions on the fundamental theory and find more references in details. The behavior 
has been found useful in RF integrated circuit design. In this section, we will discuss 
the application to a frequency multiplier.
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FIGURE 11.11 (a) A feedforward path is applied to cancel the fundamental spur in a fre-
quency tripler of a subharmonic mixer and (b) the circuit implementation using an I/Q com-
biner in [14].
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The general requirement to sustain injection locking is that the difference between 
the free-running frequency ω0 and the injecting frequency ωinj must be within the 
locking range ωL, derived as

 

ω
ω

L Q
I
I I I

= ⋅ ⋅
−

0
22

1
1

inj

osc inj osc/( )
,  (11.14)

where
Q stands for the resonator quality factor of the oscillator
Iinj is the injecting current
Iosc is the oscillator current

It can be seen that the locking range is larger if Q is smaller and if Iinj is higher. The 
beauty of injection locking is also observed that Iinj could be less than Iosc. That means 
a small signal can control the system of a large signal, similar to the switching control 
by a low-power signal in a relay circuit. The application of injection locking to fre-
quency multipliers can utilize this property. Consider a multiplier for high-frequency 
signal generation. It is preferred the multiplier carries out a large multiplication 
factor without cascading several stages. Although the conventional design using a 
nonlinear device or a hard-limiter brings in high-order harmonics, the conversion 
efficiency tends to be low. The output power of the specified harmonic might require 
further amplification for practical usage. On the other hand, a fundamental oscillator 
is power-efficient but with poor phase noise. If we purify the fundamental oscillator 
output through the low-level high-order harmonic injection, the advantage of this 
composite method becomes obvious. That is, we inject the harmonic to lock and 
improve the phase noise of the fundamental oscillator. The oscillator can be consid-
ered as an efficient amplifier to boost the signal level at the high frequency.

Let’s apply injection locking to design a tripler. We begin with the oscillator. The 
LC cross-coupled oscillator is commonly used at mmWave frequencies, as shown 
in Figure 11.12a. Together with parasitic capacitance at the transistor drain ports, 
the inductors LS1 and LS2 form resonators at a fixed frequency in this circuit. The 
cross-coupled transistor pair, M1,2, results in negative input resistance to compensate 
for energy loss in the resonator. Given sufficient tail current ISS, we can obtain stable 
oscillation. As a tripler, the free-running frequency of the oscillator needs to be close 
to three times of the input frequency. The injection point of the external current Iinj 
is chosen at the transistor drain ports, which are also the oscillator outputs nodes. 
Normally Iinj is smaller than Iosc. If it meets the locking condition, the oscillation 
frequency of Vout will follow that of Iinj.

The circuit schematic of the harmonic generator is illustrated in Figure 11.12b. 
The differential injection current comes from the third harmonic current of the dif-
ferential pair, M3,4. Operated in strong nonlinearity, M3,4 have the output imped-
ances causing significant loading effect on the oscillator. To reduce the effect, we 
add common-gate transistors M5,6 as current buffers so that the cascode configura-
tion offers better isolation. Although the fundamental and second harmonic currents 
also go injecting to the oscillator, only the third harmonic can lock the oscillator and 
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turn it into a tripler. Due to the property of injection locking, the operation frequency 
range is typically smaller than that by other approaches. We need to pay attention 
to two things. The locking range is determined by the magnitude of third harmonic 
injection current and the Q-value of the LC tank. Consequently, we optimize the 
bias condition of M3,4 to maximize the third-order harmonic output current, and we 
choose a low Q-value to enlarge the locking frequency range, namely, the operation 
range. If driven by Vin of sufficient amplitude, the circuit in Figure 11.12 becomes a 
frequency tripler.

A critical issue of the injection-locked tripler still exists. It is the spectral purity. 
To an LO signal, spurious noise is required as low as possible to avoid any undesired 
frequency conversion of interferers. Although oscillator locking is limited to the 
third-order harmonic frequency range, the fundamental and the second harmonic 
still directly feed through and appear at the output. Suppression is insufficient by 
the low-Q oscillator tank. It is typical to apply additional external filtering. We will 
discuss a harmonic generator with spur suppression.

Instead of using an external filter at the oscillator output, spurious noise is min-
imized in the harmonic generator before injecting into the oscillator. The revised 
harmonic generator in [17] is as shown in Figure 11.13. The circuit is verified by 
a 60 GHz tripler in 0.13 μm RF CMOS technology. Several design techniques are 
utilized in the circuit, including a harmonic generator M3,4 with inductive load 
LS1,2 for the third-order harmonic enhancement, a capacitive cross-coupled pair 
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FIGURE 11.12 (a) An LC cross-coupled oscillator with differential injecting currents at 
the drain ports. (b) The differential injecting current comes from a harmonic generator using 
device nonlinearity.



298 Wireless Transceiver Circuits

M5,6 for the even-order harmonic rejection, and a notch filter for the fundamen-
tal suppression. M3,4 generate all harmonic currents of the fundamental signal at 
the frequency f0. Inductors Ld1,2 are placed to result in the loading impedance as 
low, low, and high at the frequency of f0, 2f0, and 3f0, respectively, to enhance the 
third-order output current. Also, the gate bias voltage, VGS, affects the third-order 
nonlinearity. The optimal bias voltage, VGS3,4, and the load inductance, Ld1,2, are 
determined as VGS of 0.6 V and Ld of 200 pH. The third-order harmonic output 
current achieves 612.5 μA. The cascode configuration of M5,6 buffers the third har-
monic current and reduces the loading effect on the oscillator tank. Furthermore, 
the capacitive cross-coupling can effectively reject all common-mode outputs of 
even-order harmonic currents from M3,4 as in [18]. Connected in shunt to the sig-
nal path, the notch filter bypasses the fundamental spur with low input impedance 
at f0, and sustains the third-order harmonic injection current with high impedance 
at 3f0. A high-order filter is applied, consisting of Lp, Cp, and Cg. Its input imped-
ance is derived as
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The values of Lp, Cp, and Cg are selected to result in fz at f0 and fp at 3f0. By doing so, 
we ensure the fundamental is suppressed significantly.

The differential tripler circuit is characterized single-ended at one output while 
the other output is terminated into 50 Ω load. The measured free-running fre-
quency of the oscillator is at 58.9 GHz. The locking range increases as the input 
power increases. It achieves 3.9 GHz at the input power of 0.5 dBm as shown in 
Figure 11.14. The measured harmonic output power after calibration of the cable 
loss is shown in Figure 11.15a, over different input power levels and the frequency 
range of interest. The suppression of the undesired fundamental and the second-
order harmonic is quite consistent over the entire frequency band of interest. The 
maximum conversion gain of −10 dB occurs at the input frequency of 19.7 GHz. 
The output 3 dB bandwidth is about 2.18 GHz. The HRRs of the fundamental 
and the second order with the input signal at 19.7 GHz are 31.3 dBc and 45.8 dBc, 
respectively. The measured phase noise using an input signal at 19.65 GHz shows 

Pin (dBm)

f ou
t (

G
H

z)

–8 –7 –6 –5
57

58

59

60

61

–4 –3 –2 –1 0 +1

FIGURE 11.14 The measured locking range of the LC oscillator.

Pin (dBm)(a) (b) fout (GHz)

P o
ut

 (d
Bm

)

P o
ut

 (d
Bm

)

2fin 2fin

3fin 3fin

fin fin

–7 57 58 59 60 61
–70

–55
–45
–35
–25
–15

–5

–60
–50
–40
–30
–20
–10

–6 –5 –4 –3 –2 –1 0

FIGURE 11.15 The measured harmonic output power over (a) the input power level and 
(b) the frequency.



300 Wireless Transceiver Circuits

an increase around 10 dB at the injection-locked output, in good agreement with the 
theoretical value of 9.5 dB. The circuit performance of this tripler is summarized 
in Table 11.3.
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12 CMOS UWB 
Transceivers for 
Short-Range Microwave 
Medical Imaging

Andrea Bevilacqua

Medical imaging techniques are commonly used for clinical purposes to  create images 
of the human body and to reveal, diagnose, or examine diseases. Conventionally, 
waves at both extrema of the frequency spectrum are used, such as ultrasound waves 
and x-rays. However, recent research efforts have pointed out how the microwave 
radiation can constitute a valuable medium for imaging the human body, as the 
electromagnetic (EM) properties of various human tissues differ from each other. 
Microwaves are sensitive to mismatches in the EM parameters of the materials since 
their propagation is altered by them. As a consequence, by monitoring the reflection 
(or the transmission) of the waves, one can detect the EM properties and create an 
image of the volume that is being illuminated.

As a matter of fact, the availability of custom hardware is a necessary condition 
to perform microwave imaging in an effective way. Although microwave imaging 
systems based on off-the-shelf components are in principle possible, dedicated inte-
grated circuits tailored to cover the specific requirements of diagnostic imaging can 
improve the performance and reduce the size and cost of the system. In perspective, 
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application-specific integrated circuits (ASICs) realized in mainstream technologies, 
such as complementary metal-oxide-semiconductor (CMOS), have the potential of 
enabling a wider and more diffused screening of the population with respect to 
several diseases, increasing the possibility of an early diagnosis and improving the 
chances of success of the cures.

12.1 OVERVIEW OF MICROWAVE MEDICAL IMAGING

In the last few years, a significant growth of the research involving the use of 
microwaves to image the human body has been taking place. There are several 
possible approaches to perform short-range microwave imaging, spanning from 
tomographic approaches [4,20,34,55,66] to radar-based ones [14,18,19,23,25,26,33,
37,42,48,49,63]. Microwave imaging has been explored as a complementary tech-
nique for the early diagnosis of breast cancer [9,14,23,26,29,45,51], as well as for 
the monitoring of brain stroke [27], analysis of joint tissues [52], cardiac tissues 
[56], soft tissues [54], and bones [58].

In particular, among the many examples of ongoing research, the use of 
microwaves for breast cancer diagnostic imaging has seen an increase of interest 
[9,23,29,39,45,51]. As reported in [1], and illustrated in Figure 12.1, breast cancer is 
one of the most incident tumors among female population. Since 95% cure rates are 
possible if the tumor is detected in its early stages, early diagnosis is a key factor 
in delivering long-term survival of breast cancer patients [1]. The mammography, 
consisting of x-ray imaging of the compressed breast, is the most commonly used 
diagnostic technique to detect nonpalpable breast tumors [57]. However, ionizing 
radiations cause health hazards, while breast compression induces considerable dis-
comfort in patients. Moreover, circumstances like the presence of dense glandular 
tissue around the tumor, the absence of microcalcifications in the early stages of the 
disease, and tumors located close to the chest wall or underarm result in a 10%–30% 
rate of false negatives. The fraction of positive mammograms ending up in the diag-
nosis of an actual malignancy is <10% [32,57].
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The limitations of x-ray mammography have stimulated the development of com-
plementary imaging tools, such as those based on microwaves [24,51]. The ultra 
wideband (UWB) radar imaging technology [9,14,18,19,23,25,26,29,33,37,39,42,48,
49,63] seems particularly promising. This technology leverages the contrast between 
the dielectric properties of benignant and neoplastic tissues at microwave frequen-
cies [44] to identify the presence and location of significant scatterers. The general 
approach is to illuminate the breast with a UWB pulse from a number of antenna 
locations. Due to the difference in the dielectric properties, the waves scatter at 
each dielectric interface. Consequently, the retrieved waveforms contain informa-
tion about the scattering object, such as the distance and size. By collecting and 
postprocessing the backscattered signals, a high-resolution dielectric map of the 
breast can be generated, enabling the detection of tumors, even in their early stage 
of development.

The first clinical trials employing UWB radar imaging have already been per-
formed [23,39], leading to encouraging results. In these tests, a common feature is 
the use of microwave laboratory equipment to implement the radar transceiver. As 
an example, the system presented in [39] requires an electromechanical switch-
ing system to interface its 60-element antenna array to a vector network analyzer 
(VNA), used as the radar transceiver. The switching system introduces losses and 
limits the number of simultaneous measurements, thus increasing the acquisi-
tion time. Overall, the system is quite bulky, and it requires to be mounted on 
a hydraulic trolley for transportation. In order to improve the performance and 
reduce the size and cost of the system, the development of a dedicated integrated 
circuit, tailored to cover the specific wide bandwidth required by medical imag-
ing, while achieving very large dynamic range, is seen as a critical need [51]. 
The miniaturization involved by the system integration leads to envisioning an 
antenna array made of modules in which each antenna of the array is directly 
assembled together with the radar transceiver ASIC. A switching system is there-
fore avoided along with any high-frequency interconnects. Only signals at low 
frequencies are to be distributed to the array elements. At the same time, having a 
transceiver for each antenna removes any limitation on the number of simultane-
ous measurements that can be performed. A more compact, higher performance, 
and lower-cost system results.

Enabled by the advances in microelectronic technologies, a clear trend toward 
the integration of radar imaging systems for medical as well as for security (such 
as detection of concealed weapons) and industrial applications (such as nondestruc-
tive material testing) has emerged in recent years [3,9,35,47,59,60]. As the scaling 
of the device features improves the performance of standard CMOS technologies, 
the development of integrated solutions for the radar front-ends in such mainstream 
technologies has also become a reality [16,35,47,59], with possible benefits in terms 
of reduced costs and larger diffusion of the radar systems.

In the following, the development of an ASIC for microwave medical radar 
imaging is described. All the challenges faced during the design, both at the sys-
tem and at the circuit level, are discussed in detail. As a case study, the imple-
mentation of a complete radar transceiver in a 65 nm CMOS technology [16] is 
reported.
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12.2 RADAR IMAGING TECHNIQUE

Conceptually, the radar operation is based on the transmission of a short EM pulse, 
and the subsequent reception of its echo originated by a reflective target. Assuming, 
for simplicity, a point scatterer, from the time of flight τ of the EM pulse and the 
wave velocity v, the distance R of the target from the radar can be retrieved as

 
R v
=

⋅ τ
2

.  (12.1)

Clearly, a single radar measurement with an omnidirectional antenna is not suf-
ficient to univocally determine the target location in the space as the target can lay 
anywhere on a spherical surface of radius R. Traditionally, highly directive anten-
nas are used to solve this issue. Antenna arrays are another possible approach. By 
repeating the radar measurement using antennas in different (known) physical loca-
tions, and combining the results, univocal localization of the target is possible, at the 
intersection of the various spherical surfaces associated to the antennas, as sketched 
in Figure 12.2.

Since the radar pulse has a finite duration, as opposed to an infinitesimal one, the 
measurement of R is performed with an uncertainty, related to the pulse duration 
itself. In other words, the spherical surface associated to each radar measurement 
is not an infinitesimal surface, but rather it has a finite thickness due to the pulse 
duration, as illustrated in Figure 12.2. The shorter the pulse duration, or, correspond-
ingly, the larger the pulse bandwidth B, the more precise the ranging measurement. 

R

1/B
Antenna array

l

Δrs≈
υ

2B

FIGURE 12.2 Antenna array radar concept.



309CMOS UWB Transceivers for Short-Range Microwave Medical Imaging

The achievable spatial resolution in the slant range, Δrs, that is, in the direction of the 
pulse propagation, is directly related to B as [62]

 
Δr v

Bs ≈ 2
.  (12.2)

Geometrical parameters, such as the number of antennas in the array and the 
antenna-to-antenna distance, influence the resolution in the cross range, that is, on 
the plane orthogonal to the direction of the pulse propagation. The resolution in the 
cross range, Δrc, is [30,31]

 
Δr R

l
v
Bc ≈ ,  (12.3)

where l is the equivalent synthetic aperture length of the antenna array, that is, the 
size of the antenna array.

Instead of using the radar array operation to determine the position of a single 
scatterer, one can also use a beam-forming algorithm to determine whether the 
volume that has been illuminated contains targets at all. There are many possible 
algorithms to achieve this result. The delay-and-sum algorithm (see, e.g. [48]) is the 
simplest kind of processing approach. The idea is to combine the signals detected by 
the antennas in the array to calculate the intensity of the radiation backscattered by a 
point of coordinates (x, y, z) belonging to the illuminated volume. Repeating the pro-
cedure for a set of different pixels, an image is created. The N waveforms received 
at the array antennas be

 I t i Ni( ), , , .= …1  (12.4)

The image is built as follows. First, the round-trip time τi(x, y, z) from the ith antenna 
of coordinates (xi, yi, zi) to the pixel of coordinates (x, y, z) is derived:

 
τi

i i ix y z x x y y z z
v

( , , ) ( ) ( ) ( ) .=
− + − + −2 2 2 2

 (12.5)

Then, the time-domain signals Ii(t) are time-shifted by an amount equal to the calcu-
lated round-trip time τi(x, y, z). In this way, the information on the considered pixel 
embedded in the various time-domain signals is aligned in time to the point t = 0. 
Finally, the intensity  ( , , )x y z  of the pixel of coordinates (x, y, z) is calculated by 
coherently summing the contributions of all the antennas

 

 ( , , ) ( ( , , )) .x y z I x y zi i
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∑ τ
1

2

 (12.6)
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The set of intensities  ( , , )x y z  for all the points (x, y, z) belonging to the volume/
plane of interest is nothing but a map of the EM properties of the illuminated object, 
that is, it is a radar image.

12.2.1 PulseD RaDaR veRsus stePPeD-fReQuency continuous wave RaDaR

The spatial resolution of the radar imaging technique is directly related to the band 
width of the transmitted and received EM pulses, as indicated by (12.2) and (12.3). 
In order to achieve sub-cm resolution, bandwidths in excess to 5 GHz are needed, 
even taking into account that the EM wave velocity into the human body is at least 
three times slower than in air.

Dealing with pulses with such large bandwidths can be extremely difficult, espe-
cially if large dynamic ranges are concurrently required. Incidentally, this is exactly 
the case of the medical imaging applications. Think, for example, to the require-
ments of the analog-to-digital converter (ADC) placed at the end of the radar receiv-
ing chain. Guaranteeing at the same time a wide analog bandwidth (>5 GHz) and a 
high resolution (≥16 bit) is almost impossible in any available microelectronic tech-
nology, unless at the price of an extremely high power consumption.

A way out of this dead end is provided by radar operation performed in the fre-
quency domain as opposed to the pulsed time-domain approach discussed so far. 
The idea is to leverage the stepped-frequency continuous wave (SFCW) approach 
[9,16,62]. A single-frequency tone is transmitted, backscattered by the radar target 
and then received, as sketched in Figure 12.3. The procedure is repeated stepping 
the tone frequency kΔf over a broad span, that is, for k = 1, …, M. From the collected 
spectral data, Si(kΔf), a synthetic time-domain pulse is retrieved by means of the 
inverse Fourier transform:

 S k f I k ti i( ) ( )Δ Δ −

⎯ →⎯⎯
1

. (12.7)

The synthetic pulse Ii(kΔt), with Δt = 1/(NIFFTΔf) and NIFFT = 2M + 1, carries the 
same information of the time-domain pulse defined in (12.4), allowing for further 
image processing to be performed in the same fashion as in (12.5) and (12.6). The 
SFCW transceiver operates similarly to a VNA, taking advantage of narrow instan-
taneous noise bandwidths yielding large dynamic ranges, while preserving the over-
all wide system bandwidth.

1/B B = ( fN–f1)
fN

f3
f2

f1

FIGURE 12.3 Pulsed versus SFCW radar approach.
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The frequency step Δf sets, in the SFCW approach, the maximum unambiguous 
range, Rmax, that is, the maximum distance a target can be in order to be reliably 
detected without spatial aliasing:

 
R v

fmax = 2Δ
.  (12.8)

This is quite different as compared to the pulsed approach, where, in the common 
case that more than one pulse is transmitted and received for each antenna in the 
array, Rmax is set by the maximum time of flight allowed to each pulse, that is, the 
time interval between two consecutive pulses, TPRI:

 
T R

vPRI
max=

2 .  (12.9)

In the pulsed approach, Rmax thus influences the overall time needed for a measure-
ment, while in the SFCW radar the time the system spends transmitting and receiv-
ing a tone at each frequency kΔf is set by the system noise bandwidth, and not by Δf. 
Note that, typically, SFCW measurements start from a lower bound frequency that 
is different from Δf, but rather is equal to kmin Δf, with kmin > 1. The inverse Fourier 
transform (12.7) is thus performed on the samples Si(kΔf) setting Si(kΔf) = 0 for 
k = 0, …, kmin − 1. Moreover, in order to guarantee that Ii(kΔt) is a real-valued pulse, 
Hermitian symmetry is ensured by setting

 S N k f S k fi i(( ) ) ( ).*
IFFT − =Δ Δ  (12.10)

One interesting feature of the SFCW approach is that the inverse Fourier trans-
form operation leads to a processing gain, that is, an improvement in the signal-to-
noise ratio (SNR), roughly equal to M. To understand this, consider that at the radar 
receiver end, the desired signal samples, Si(kΔf), are corrupted by noise samples, 
Ξi(kΔf). The variance of the noise samples, σΞ

2 , is set by the receiver noise figure, F, 
and the noise bandwidth, Bnoise. Assuming, for simplicity, that kmin = 1, and that all 
the signal samples have the same amplitude, Si(kΔf) = H0, the SNR for each single-
tone measurement is

 
SNRCW =

H0
2

2σΞ

.  (12.11)

After the inverse Fourier transform, the frequency-domain noise samples are con-
verted to the time domain as

 

ξ π( ) ( ) ./k t f m f e
m

N
j mk NΔ Δ Ξ Δ=
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−
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1
2
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IFFT  (12.12)
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Taking into account that the noise samples Ξi(kΔf) are pair-wise correlated because 
of (12.10), and otherwise uncorrelated, the variance of ξ(kΔt) is calculated as

 
σ

σ σ
ξ
2

2

2 2

2

2
4

2 1
=
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M
M t M t

Ξ Ξ

Δ Δ( ) ( ) ( )
.  (12.13)

The time domain desired signal is, with the assumptions previously made, a discrete-
time Dirac pulse:

 
I k t H

ti kp( ) ,Δ
Δ

= 0 δ  (12.14)

where
δkp is the Kronecker delta function
p is the index of the time bin where the synthetic pulse is located

Hence, the SNR calculated after the inverse Fourier transform is

 
SNR /

IFFT = =
H t M H0

2 2

2
0
2

2
( ) ,Δ

Ξσ σξ

 (12.15)

that is M-fold larger as compared to (12.11).
The overall measurement time required for a complete SFCW frequency sweep, 

tm, SFCW, is set by the number of frequency samples to be acquired, M, and by the 
receiver noise bandwidth, Bnoise. Assuming the time needed for a single-tone mea-
surement is roughly TSFCW = 1/Bnoise, we have

 
t M T M L

Bm, ,SFCW SFCW= ⋅ =
⋅

 (12.16)

where L = B/Bnoise.
As compared to (12.16), a pulsed approach would require a longer time. To make 

a fair comparison, we assume that the single received pulse is processed by the radar 
receiver analog front-end and subsequently sampled to become a discrete-time Dirac 
delta of amplitude H0. Further, we assume that the variance of the associated noise 
is LσΞ

2  since the noise bandwidth of the radar receiver is L-times larger in the pulsed 
approach as compared to the SFCW radar. For the pulsed radar system to feature the 
same SNR as the SFCW counterpart, that is, (12.15), multiple (M · L) pulses must be 
transmitted and received and averaging performed. Thus, the overall measurement 
time required by the pulsed radar is

 
t M L T M L

Bm, ,Pulsed PRI= ⋅ ⋅ =
⋅2

 (12.17)



313CMOS UWB Transceivers for Short-Range Microwave Medical Imaging

where the same maximum unambiguous range is assumed for both the SFCW and 
the pulsed radar, and the simplifying hypothesis M = B/Δf is used.

In summary, the SFCW radar has two main advantages over the pulsed radar 
approach. The first, and more important, is that noise filtering (averaging) is per-
formed ahead of sampling and quantization, hence greatly simplifying the design of 
the receiver ADC. The second is that, for a given SNR, the overall acquisition time 
is shorter in the SFCW approach, as shown by (12.16) and (12.17).

12.2.2 MicRowave RaDaR iMaging of the huMan boDy

As discussed, radar imaging is based on the detection of EM waves backscat-
tered off a target. Consequently, the quality and accuracy of the obtainable radar 
image is related to the capability of an illuminated object to reflect the incoming 
EM radiation. In other terms, it is related to its reflectivity. A radar imager can 
distinguish between different objects only if their reflectivity is remarkably dif-
ferent. At a physical level, the EM radiation gets reflected at an interface between 
two different materials only if they have different EM parameters, that is, they 
either have different dielectric (or magnetic) constants or electrical conductivities 
or both.

The tissues of the human body have EM properties that vary depending on various 
physical or physiological factors such as water content, vascularization/angiogenesis, 
blood flow rate, and temperature [25,44]. Moreover, they vary depending on the 
frequency, that is, human tissues are highly dispersive. The characteristics of each 
tissue can be described by means of the four-term one-pole Cole–Cole parametric 
dispersion model for complex permittivity [43]:
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 (12.18)

where
ω is the angular frequency
ϵr(ω) is the frequency-dependent dielectric constant
σ(ω) is the frequency-dependent conductivity

As an example, a large-scale study on the UWB dielectric properties of normal, 
benignant, and malignant breast tissues from 0.5 to 20 GHz is documented in [44]. 
The parameters of the Cole–Cole model for the adipose-dominated normal tissue are 
ϵ∞ = 3.581, Δϵc = 3.337, τc = 15.21 ps, αc = 0.052, σs = 0.053 S/m, while for a malig-
nant tumor, they are ϵ∞ = 6.749, Δϵc = 50.09, τc = 10.50 ps, αc = 0.051, σs = 0.794 S/m. 
The corresponding frequency-dependent dielectric constants and conductivities are 
shown in Figure 12.4.

The data in Figure 12.4 suggest that the dielectric contrast between normal 
 adipose-dominated tissue and malignant tissue is ranging from a minimum of 6:1 to 
a maximum of 8:1, depending on the frequency of interest. As a consequence, micro 
wave radar imaging is in this case not only possible, but indeed effective, showing a 
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larger contrast as compared to x-rays [25]. Microwave imaging of other tissues, such 
as bones or joint tissues, is likewise possible [52,58].

An important issue related to microwave medical radar imaging is that the skin 
acts as a good reflector itself, such that it is relatively difficult to couple the EM 
radiation into the body. The use of some coupling media, such as water [51], canola 
oil [23,52], soybean oil [45,46], alcohol [53], or a matching liquid simulating the EM 
properties of the body [38,40], has been proposed to reduce the backscattering of 
the skin and improve the radiation coupling into the body. However, the presence of 
an air interface between the skin and the coupling medium has experimentally been 
proven to be a limiting factor [29], such that the case the antennas of the array are in 
air represents a significant, yet worst-case scenario.

As an example of the magnitude of the skin reflection as compared to the echo of 
the target to be imaged, the case of diagnostic imaging for breast cancer detection [7] 
is considered in Figure 12.5. The simulated round-trip attenuation of a signal in the 
antenna–skin–antenna path (HS( f)) is shown along with the attenuation experienced 
by the signal in the antenna–tumor–antenna path (HT( f)). The radar antenna is sup-
posed to be in air, at a 1 cm distance from the breast skin. The radar target is a 4 mm 
diameter tumor placed at 4 cm distance from the antenna. The EM properties of the 
skin, the healthy tissue, and the cancerous tissue are modeled by means of (12.18) 
[7]. From the data in Figure 12.5, it is clear that the backscatter from the skin results 
only attenuated by some 20 dB as the EM waves travel from the radar transmitter to 
the skin and back to the radar receiver. Moreover, the attenuation is quite constant 
as a function of frequency. On the other hand, the echo from the actual radar target, 
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the tumor we want to image, is much weaker. The attenuation of the target backscat-
ter strongly increases with frequency. As a result, the dynamic range the radar trans-
ceiver must feature in order to be able to correctly detect the signal due to the tumor 
backscatter is quite large, and it significantly increases with increasing frequencies. 
In the scenario of Figure 12.5, the required dynamic range is in excess of 100 dB at 
16 GHz. Such a result indicates the great challenge of microwave medical imaging: 
being able to see objects that are basically laying behind a mirror. As the attenua-
tion the EM wave experiences inside the body at higher frequencies is very high, 
Figure 12.5 also suggests that the use of mm-waves or THz radiation might not be 
suitable for the particular application of medical radar imaging.

12.3  TRANSCEIVER ARCHITECTURE AND 
SYSTEM-LEVEL REQUIREMENTS

The main two tasks the radar transceiver must accomplish are

 1. To be able to support an appropriate spatial resolution for medical imaging
 2. To feature a high dynamic range to enable the detection of small reflective 

targets inside the human body

The first requirement is tightly related to the bandwidth of the radar device, as 
pointed out by (12.2) and (12.3). The second is due to the EM properties of the body 
and, in particular, to the high attenuation the EM waves undergo within the body at 
higher frequency, as shown in Figure 12.5.

In order to reach a sub-cm spatial resolution, multi-GHz bandwidths are required. 
For example, according to [26,29,37,45,50,51,64], to be able to correctly image breast 
tumors, a 3 mm resolution is adequate. This corresponds to a bandwidth of 14 GHz. 
Obtaining such a bandwidth at higher center frequencies might seem a good idea. 
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The system benefits from the reduction of the fractional bandwidth, making it pos-
sible to use narrowband design techniques. However, the increased attenuation of 
the EM waves within the body at higher frequencies (see Figure 12.5), combined 
with the need of large dynamic ranges, limits the possibility of exploiting the fre-
quency spectrum at the mm-waves and beyond. At the other extreme, it is not pos-
sible to leverage lower frequencies and use the spectrum down to dc because of 
practical (and physical) limitations related to antenna design, ac coupling, etc. As a 
consequence, frequency ranges such as 1–15 GHz or 2–16 GHz seem to be the best 
compromise between all the discussed constraints to achieve a 14 GHz bandwidth.

The large required system dynamic range (in excess of 100 dB, as discussed) 
translates in a requirement of a high-resolution ADC at the end of the radar receiver 
chain. An ADC with a resolution in excess of 16-bit is necessary. Such an ADC is not 
compatible with a passband of 14 GHz. Consequently, a pulsed radar approach is not a 
doable option. On the other hand, a SFCW radar is compatible with a high-resolution 
ADC, as the instantaneous bandwidth of the system can be set as narrow as desired, 
while preserving the overall system bandwidth, and hence the radar spatial resolu-
tion. In practice, a lower bound to the noise bandwidth is set by constraints on the 
overall measurement time, as described by (12.16).

The choice of a SFCW radar architecture sets another challenge to the transceiver 
design. In fact, if, on the one hand, this approach tackles the dynamic range con-
strains, on the other hand, a new requirement of phase coherence between the trans-
mitted continuous wave signal and the receiver local oscillator (LO) emerges. Since 
the SFCW radar operates in the frequency domain, the time-of-flight measurements 
typical of the pulsed radar operation translate into phase measurements. In order to 
be able to perform such measurements, the phase relationship between the transmit-
ted tone and the receiver LO must be known a priori. In addition, it must be constant 
over the frequency range spanned by the radar transceiver.

The easiest way to ensure the phase coherence is to use a direct conversion archi-
tecture, that is, to leverage the very same signal that is transmitted as the LO for the 
radar receiver. Incidentally, the use of such an architecture is compatible with the 
discussed need for a high-resolution ADC, as the desired signal is translated to dc 
at the end of the receiver path. A super heterodyne scheme with a low intermediate 
frequency (IF) could in principle also be used. However, the super heterodyne archi-
tecture does not allow an easy solution to the transmitter–receiver phase coherence 
issue. As in a super heterodyne transceiver the transmitted signal and the LO are at 
different frequencies, multiple frequency synthesizers are required. The latter are 
required to be all phase locked to a common reference to guarantee the phase coher-
ence. This complexity is likely to result in higher power consumption to achieve the 
same set of specifications, further emphasizing a preference for the direct conversion 
solution. Finally, a marginally higher robustness to phase inaccuracies makes the 
direct conversion perform slightly better in terms of radar image signal-to-clutter 
ratio, as singled out in [7].

The SFCW radar must behave as a phase coherent system, in which the phase of 
the transmitted signal relative to the receiver LO is well known, to be able to cor-
rectly determine the range-delay τ of the target. All the quadrature-phase errors in 
the receiver are therefore critical, as well as any variations in the phase relationship 
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between the transmitted tone and the LO signal. The latter may be due to the LO 
phase noise or any circuit mismatches [7].

The presence of a fixed quadrature error in the LO signals used in the receiver 
downconversion process results in the formation of a ghost target echo in the synthetic 
time-domain portrait Ii(kΔt) obtained by the inverse Fourier transform described by 
(12.7). A sketch of the signal after the Fourier processing in presence of a large fixed 
quadrature error is shown in Figure 12.6. The spurious pulse is located at the time 
instant 2Rmax/v − τ, and it contributes to increase the clutter level in the resulting 
radar image. The presence of a fixed error in the phase offset between the transmit-
ted tone and the receiver LO results instead in an error in the determination of the 
pulse range, and consequently in smearing and blurring effects in the derived radar 
image. In general, the mentioned phase errors are frequency dependent, or even ran-
dom in nature, as in the case of phase noise. In both cases, they can be modeled as 
stochastic nonidealities, whose effect is to reduce the amplitude of the desired target 
response and increase the clutter level. In order to guarantee a large dynamic range, 
as required by the medical radar imaging applications, the transceiver must feature 
quadrature errors and cumulative phase noise standard variation well below 1.5° [7].

The required transmitter output power depends on the specific application sce-
nario. However, some general considerations can be carried out. Considering the 
example of the breast cancer detection, the signal bouncing off the skin and reach-
ing the radar receiver is just attenuated by some 20 dB, as shown in Figure 12.5. 
Hence, if the transmitter outputs some −15 to −10 dBm, the maximum input signal 
at the receiver side will be in the neighborhood of −35 to −30 dBm. The receiver 
1 dB compression point will be specified consequently. If the transmitted power is 
increased, the receiver 1 dB compression point will have to increase as well, such 
that the overall transceiver power consumption will also increase. With a receiver 
maximum input signal of −35 dBm, a dynamic range in excess of 100 dB can be 
obtained with a receiver noise figure of 9 dB (or less) and a noise bandwidth of 
1 kHz. As a consequence, there is not any particular reason to specify a much larger 
transmitter output power.

The direct conversion is the preferable architecture in the design of a radar 
transceiver for medical imaging applications, as discussed. However, using a direct 
conversion architecture means that the spurious tones (e.g., the reference spurs aris-
ing from the frequency generation) may be problematic as intermodulation distor-
tion products may fall on top of the desired signal. Assuming the receiver has an 
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FIGURE 12.6 Impact of a quadrature error in the receiver downconversion: ghost echo.
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input-referred third-order intercept point (IIP3) of about −20 dBm (a number com-
patible with the aforementioned −30 dBm 1 dB compression point specification), the 
maximum relative level of the spurs (Sl) that can be tolerated is

 
S P P
l

d≤ −
− −

= −
3 2 3

3
23RX IIP dBc,  (12.19)

where
PRX = −35 dBm is the maximum signal we expect to receive
Pd = −135 dBm is the maximum distortion we can tolerate to have a 100 dB 

dynamic range

Clearly, a very loose spurious specification is set on the radar transmitter. 
Conversely, the harmonics of the transmitted signal may limit the performance of 
the radar system. In fact, while a quadrature downconverter implemented in differ-
ential fashion inherently rejects the even harmonics, it is sensitive to the odd ones. 
The signal at the Nth harmonic has a phase information equal to NΔφ, if Δφ is the 
desired information at the fundamental; it can therefore be a source of error in the 
phase measurement. At first sight, a harmonic rejection of some 100 dBc should 
be requested for the transmitter. However, some considerations are in order: First, 
the harmonics fall in the receiver band only for fundamentals in the lower part of 
the operating frequency band. For example, assuming the radar band is from 2 to 
16 GHz, the third harmonic falls in band only for fundamental frequencies up to 
5.3 GHz. Second, assuming the mixer is operated in such a way the LO signal can be 
modeled as a square wave (because of both the native waveform of the LO and the 
large-signal operation of the mixer devices), the receiver will suppress the odd har-
monics as 1/N, that is, in excess of 10 dBc. Third, as the output signal is tapped at the 
mixer LO port, it is also a square wave. Hence, the odd harmonics of the transmitted 
signal are, right from the beginning, at least 10 dBc smaller than the fundamental 
tone. Fourth, since the attenuation of the target echo increases with the frequency, 
the dynamic range requirement for the system is more relaxed at lower frequencies. 
For example, at 5.3 GHz it is lower than 60 dB, in the scenario of Figure 12.5. As a 
consequence, the harmonic rejection that is to be targeted for the transmitter can be 
relaxed from 100 dBc to about 40 dBc.

The narrow baseband bandwidth dictated by the SFCW approach and by the high 
dynamic range requirement make the main drawbacks of a direct conversion architec-
ture, namely second-order distortion and 1/f noise, critical impairments and potential 
show-stoppers. As medical imaging is supposed to be performed in a screened medi-
cal environment [2], it is reasonable to assume that no signals other than those gener-
ated by the radar system occupy the spectrum, relaxing the required intermodulation 
performance of the receiver. Still, a large in-band blocker is there, due to the reflec-
tion of the skin. The input-referred second-order intercept point (IIP2), calculated in 
the in-band case, that is, by means of a two-tone test with both the downconverted 
tones and the intermodulation product within the baseband bandwidth, is the figure 
of merit used to specify the second-order linearity of the receiver. As counterintuitive 
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as it may sound, a direct conversion receiver for SFCW radar applications appears to 
be quite immune to second-order nonlinearities. Assuming, as previously done, that 
the skin backscatter sets the maximum signal level we expect to receive, with a power 
of −35 dBm, the IIP2 needs to be >20 dBm [7]. At the same time, the 1/f noise cor-
ner frequency, fcrn, must be kept as low as possible not to increase the receiver noise 
figure and impair the radar dynamic range. The 1/f noise contribution is smaller than 
the thermal noise contribution if the 1/f noise corner frequency is fcrn < Bnoise/[ln(M)].

12.4 DESIGN ISSUES OF THE TRANSCEIVER BUILDING BLOCKS

The discussion carried out so far leads to delineating a block diagram of an inte-
grated SFCW radar transceiver for medical imaging applications, as depicted in 
Figure 12.7. A direct conversion architecture is preferred over the super heterodyne 
one, and a wide bandwidth is covered. A reasonable set of specifications for the 
transceiver follows the guidelines and the derivations previously discussed:

 1. Frequency range from 2 to 16 GHz, enabling a 3 mm radar resolution within 
the body

 2. Output power of about −15 dBm, resulting in an expected maximum 
received signal of about −35 dBm, and thus in a requirement of 1 dB com-
pression point greater than −30 dBm for the receiver

 3. Receiver noise figure <9 dB and a receiver noise bandwidth of 1 kHz to 
achieve a dynamic range in excess of 100 dB

 4. IIP2 and IIP3 specified to be >20 and >−20 dBm, respectively
 5. Standard deviation of the cumulative phase noise and the quadrature error 

lower than 1.5° over the entire frequency band of operation
 6. Frequency step of Δf = 100 MHz, as 0.5 m is an adequate maximum unam-

biguous range to perform short-range imaging of the human body

The impact all these specifications have on the circuit-level design and implemen-
tation of the various transceiver building blocks is addressed next.

TX
buffer

Frequency
synthesizer

Signal at DC
1 kHz BW

ADC
BB

BB

I Q

LNA

Signal at RF
14 GHz BW

FIGURE 12.7 Conceptual block diagram of a direct conversion transceiver for SFCW med-
ical radar imaging.
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12.4.1 low-noise aMPlifieR

The low-noise amplifier (LNA) has the task of providing input matching and gain on 
the entire frequency band of the radar receiver (2–16 GHz), while featuring a low-
noise figure.

Given the SFCW operation, there are several possible options to achieve such a 
goal. The most straightforward approach is to design a bank of narrow band LNAs to 
cover sub-bands of the operating frequency range, as illustrated in Figure 12.8a. The 
amplifiers should be selected depending on the particular frequency tone being trans-
mitted at any given moment during the radar measurement. This approach enables 
an optimized design for each LNA, depending on the limited frequency range of 
operation. Each amplifier could be designed as an inductively degenerated single-
stage tuned amplifier for minimum noise figure and high gain [41]. An important 
disadvantage of this approach is the large chip area required to implement the bank 
of amplifiers, as each one of them requires several integrated inductors. Another big 
issue is the multiplexing of the received signal to feed the inputs of the LNAs, and 
the subsequent collection and multiplexing of the LNA outputs. Realizing a low-loss 
wideband analog multiplexer operating over multiple octaves in the GHz-frequency 
range is a daunting challenge.

A more compact approach is to implement a single reconfigurable narrow band 
LNA, as shown in Figure 12.8b. The design philosophy for the amplifier can basi-
cally be the same as in the LNA bank, but the reconfigurable LNA requires tun-
able reactive elements, such as varactors, or banks of switched capacitors. The main 
burden related to this approach is that the LNA should be automatically tuned and 
calibrated, as well as it should automatically track the variations in the frequency of 
the transmitted tone. The overhead of the tuning, calibration, and tracking circuitry 
greatly increases the complexity of the receiver. Moreover, designing a single recon-
figurable LNA able to cover the entire 2–16 GHz band without compromising the 
performance is still an open issue.

An alternative approach is to design a single wideband LNA, able to oper-
ate simultaneously on the entire operation band, without the need of any tuning 

(a) (b) (c)

FIGURE 12.8 LNA design for SFCW radar receivers: (a) bank of tuned LNAs, (b) recon-
figurable narrow band LNA, and (c) wideband LNA.
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or calibration (see Figure 12.8c). Given the specific application of medical imag-
ing, typically carried out in a controlled and screened environment [2], designing 
a wideband LNA seems the most promising approach. The substantial absence of 
interferers in a medical environment compensates for the lack of selectivity of the 
broadband LNA and filtering of the desired input signal in the radio-frequency sec-
tion of the receiver.

Multiple LNA topologies feature multioctave input matching and broadband 
amplifier gain. Distributed amplifiers typically require high levels of power con-
sumption and have a large footprint because of the multiple reactive components 
(inductors and/or transmission lines) they need. Shunt-shunt feedback amplifiers 
have limited input match at higher frequencies due to the parasitic capacitance 
of the input devices of the amplifier. Moreover, they also tend to be quite power 
hungry if a low-noise figure is aimed for. Other topologies leveraging resistive 
terminations to achieve broadband input matching, such as common-gate ampli-
fiers, or balanced amplifiers, suffer from large noise figures. A multisection reac-
tive input matching network, as proposed in [11,12], is an option to expand the 
benefits of the inductively degenerated amplifier to wideband operation. However, 
the combination of the wide fractional bandwidth and the relatively low frequency 
at the lower edge of the band in medical radar imaging results in an input reac-
tive network featuring many large inductors. As a consequence, this approach is 
impractical for the considered application. An interesting topology is the noise-
cancelling amplifier [13,15], where common-gate and common-source amplifi-
ers are combined. The wideband input matching provided by the common-gate 
stage is combined to the feedforward cancellation of the noise generated by the 
common-gate transistor. The noise figure is therefore primarily limited by the 
common-source stage. Much lower noise figures are achievable as compared to 
classic common-gate designs.

12.4.2 ReceiveR DownconveRteR

In the receiver downconverter, the received signal is mixed with a quadrature-phase 
LO. The resulting in-phase and quadrature baseband signals make a complex signal 
whose phase is a measurement and estimate of the phase shift the transmitted tone 
experiences in the round-trip path to the radar target. In a direct conversion architec-
ture, the SFCW operation dictates that the desired downconverted signal is a purely 
dc signal, as single tones are transmitted at each step of the radar measurement. This 
feature, on the one hand, is beneficial in that the bandwidth of the baseband circuitry 
(i.e., the noise bandwidth) can be as narrow as desired, relaxing the design. On the 
other hand, dc offsets and 1/f noise are absolutely critical impairments. In particular, 
in CMOS technologies, 1/f noise is a problem, as the amount of 1/f noise in MOS 
devices is much larger than, for example, in bipolar transistors.

The dc offsets are due to transistor mismatches and can be calibrated out before 
the radar measurement is performed. Conversely, 1/f noise is by nature unpredict-
able. The key ingredient to overcome the challenge of 1/f noise in CMOS devices 
is to use passive mixers. This choice results in both good linearity and good noise 
performance, preventing the flicker noise of the commutating devices to corrupt 
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the downconverted signal [17]. Current-mode mixers have recently received a lot of 
attention, although voltage-mode operation is also an option.

To reject the 1/f noise, dc offsets, and second-order distortion due to the radio- 
frequency section of the receiver, capacitive ac coupling of the front-end to the pas-
sive mixer can be used in a SFCW radar receiver. Typically, transconductor stages 
are used, in cascade to the LNA, to convert the voltage signal at the LNA output into 
a signal current that feeds the mixers. A common transconductor stage for the in-
phase and quadrature paths can be used if the quadrature LO signals are nonoverlap-
ping 25% duty-cycle clocks. Otherwise, if the LO waveform are more conventional 
50% duty-cycle square waves, separate transconductors are required to drive and 
reciprocally isolate the in-phase and quadrature paths.

The use of passive mixers is not sufficient to address the high flicker noise of MOS 
transistors. Typically, current-mode mixers are loaded by baseband transimpedance 
amplifiers (TIAs), based either on common-gate stages or on op-amps with resistive 
feedback. The flicker noise of the devices of the TIAs is not suppressed, ultimately 
setting the flicker noise corner of the receiver. To overcome this limitation, chopper 
stabilization can be used to reduce the flicker corner below 100 Hz. Chopper stabi-
lization is a widespread technique usually applied to voltage amplifiers [5,21,22,65]. 
The combination of passive current-mode switches and chopper-stabilized TIAs 
results in a highly linear, low-noise downconversion mixer with a very low flicker 
noise corner.

12.4.3 fReQuency geneRation

The frequency synthesizer is the most demanding building block in a wideband 
SFCW radar transceiver. All the complexity saved by avoiding the large instan-
taneous bandwidth of pulsed operation is transferred to the generation of the fre-
quency tones. The frequency synthesizer is required to generate all the frequencies 
in the broad range spanned by the SFCW operation. Moreover, it has to produce the 
quadrature signals needed for the downconversion in the receiver chain with a high 
accuracy. Achieving these goals is not trivial, when the frequency range of interest 
is as broad as the one needed for medical imaging, that is, some 14 GHz bandwidth 
from 1 to 15 GHz or 2 to 16 GHz, as discussed.

A typical approach to generate quadrature signals is leveraging frequency divi-
sion by two, for example, using a master-slave toggle flip-flop (see Figure 12.9a). 
However, if the range to convert is, for example, 2–16 GHz, this approach will 
require a signal source spanning the 16–32 GHz range in order to obtain the other 
frequencies by means of a cascade of divide-by-two circuits. Designing a frequency 
synthesizer able to operate in the 16–32 GHz range requires the use of multiple (more 
than two) voltage-controlled oscillators (VCOs) because of the limited tuning range 
attainable at such high frequencies. Moreover, the high frequencies involved make 
this a power-hungry approach.

If a phase-locked loop (PLL) is employed to generate the tones in the higher 
octave (e.g., 8–16 GHz), a technique different from frequency division is needed 
to obtain the quadrature signals. Polyphase filters (PPFs) are an option [10,28], as 
shown in Figure 12.9b. However, in order to achieve a small quadrature error over 
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an octave frequency range, in a robust fashion with respect to process variations, 
multisection filters are to be used. Such passive circuits introduce losses that have to 
be compensated by driving the PPF with suitable active circuits, while regenerating 
the signals after they have been processed by the filter. Such auxiliary circuits tend 
to consume a lot of power in excess to the one needed for the PLL.

Having a source capable of producing quadrature signals in the higher octave 
seems the preferable option as frequency division can be then used to extend the 
range of generated tones toward lower frequencies. Quadrature VCOs embedded 
in a PLL can indeed achieve this goal. However, there is a trade-off between the 
phase noise of quadrature oscillators and the accuracy of the quadrature sequence. 
Moreover, LC quadrature VCOs need multiple LC tanks, occupying a larger sili-
con area, while ring oscillators do not achieve the good phase noise performance 
required by the radar imaging applications. A technique to break all the aforemen-
tioned trade-offs is injection locking. A PLL is employed to produce spectrally clean 
tones, which are then injected into a ring oscillator to which is demanded the task 
of outputting accurate quadrature phases (see Figure 12.9c). Due to the injection-
locking operation, the poor phase noise performance of the ring oscillator is sup-
pressed and replaced by that of the LC VCO-based PLL. This approach has the 
additional advantage that cascading multiple ring oscillators, that is, by injecting 
the outputs of one ring oscillator into another ring oscillator, the quadrature error is 
progressively reduced without impairing the phase noise performance [36].

Another issue related to the frequency generation for a multioctave SFCW radar 
transceiver is that if the quadrature tones covering each octave are output by dif-
ferent blocks, then some means of analog multiplexing is needed to interface such 
signals to the receiver mixers and the transmitter output stage, as illustrated in 
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FIGURE 12.9 Frequency and quadrature generation schemes for multioctave SFCW trans-
ceivers: (a) PLL at double the higher frequency octave followed by a chain of divide-by-two 
frequency dividers, (b) PLL at the higher octave followed by a PPF and frequency dividers, 
(c) PLL at the higher octave followed by an injection-locked ring oscillator (ILRO) and fre-
quency dividers.
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Figure 12.10a. For example, if the 2–16 GHz range is addressed by using a 8–16 GHz 
PLL, and ring oscillator injection locking, to cover the higher octave, followed by the 
cascade of two conventional divide-by-two circuits, then some circuitry is needed 
to select among the three outputs. In this way, leakages, or changes in the load or 
the circuit environment, could possibly affect the quadrature accuracy, or introduce 
sudden phase jumps in the LO between different configurations, all being critical 
impairments in a radar system.

A preferable strategy is to employ a reconfigurable frequency divider, able to 
divide by one, two, or four, as proposed in [16] (see Figure 12.10b). In this way, 
the LO distribution chain is unaltered in any possible configuration, regardless the 
generated tones are in the higher frequency octave or in a lower one. The key to 
achieve reconfigurable operation at the high frequencies needed for radar imaging 
is multiphase injection locking. Starting from a PLL producing all the frequencies 
from 8 to 16 GHz and then obtaining the quadrature phases by means of injection-
locked ring oscillators, multimodulus frequency division is achieved by feeding a 
particular phase sequence to a single four-stage injection-locked ring oscillator. If 
a correct phase sequence is injected in multiple points of a ring oscillator, the lock-
ing range is widened. Conversely, a wrong phase sequence results in a very narrow 
locking range, and injection locking is unlikely to take place. Therefore, a ring oscil-
lator injected with signals at a given frequency will select, among different possible 
modes of operation, the one that matches the provided input phase sequence. In a 
differential four-stage ring oscillator, the phase difference between the input of each 
delay cell and the corresponding noninverting output is 45°. Hence, the output nodes 
of the ring oscillator are in an octet-phase sequence. To force locking at the funda-
mental frequency (divide-by-one mode), quadrature signals must be injected into 
alternate delay cells, as shown in Figure 12.11a. In divide-by-two mode, the octet-
phase sequence at the output corresponds to a quadrature sequence to be injected 
into all the delay cells (see Figure 12.11b). Finally, in divide-by-four mode, the octet-
phase sequence at the divider output corresponds to a differential sequence at the 
divider input. Thus, differential phases need to be fed to the ring oscillator delay 
cells, as illustrated in Figure 12.11c.

ILRO

ILRO Div-1, 2, or 4

Div-2 Div-2

(a)

(b)

FIGURE 12.10 Multioctave frequency generation: (a) a cascade of frequency dividers needs 
signal multiplexing; (b) the use of a programmable divider avoids multiplexing.
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12.4.4 tRansMitteR outPut stage

The transmitter output stage must drive the transmitter antenna and isolate the LO 
port of the receiver mixer from the transmitter antenna port. Contrary to other sys-
tems, in short-range medical imaging SFCW radars, the required power level is 
quite low (−15 to −10 dBm) such that the transmitter output stage is not the block 
spending the most power in the system. As a consequence, a proper power amplifier 
is not strictly needed, nor power efficiency is the first parameter to be optimized. 
On the other hand, a very broad bandwidth is required, ruling out classic tuned 
amplifiers (both linear and nonlinear) from the list of possible implementations of 
this block.

A particular requirement for the transmitter output stage is that it must feature 
some harmonic rejection. Because of the phase coherence needed by the SFCW 
operation, the input signal of the transmitter output stage is the same LO signal as 
fed to the receiver. Typically, for maximum mixer conversion gain, the LO waveform 
resembles a square wave, that is, it is rich in harmonics. Due to the broad band 
width of the system, some of these harmonics can fall in band, impairing the sys-
tem dynamic range, and must be rejected. Harmonic rejection could be in principle 
implemented in the receiver. However, this approach requires a receiver LO with 
more phases than simply the quadrature ones. As a consequence, the LO generation, 
which is already very complex in a UWB SFCW radar system, would be further 
complicated to an unfeasible level.

Achieving wideband harmonic rejection is not trivial at all. Using low-pass or 
band-pass filtering requires a high-order structure to get a steep roll-off and a high 
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FIGURE 12.11 Multiple-phase injection locking into a ring oscillator: (a) divide-by-one 
mode, (b) divide-by-two mode, and (c) divide-by-four mode.
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out-of-band attenuation. Moreover, such a topology must be made programmable 
and able to automatically track the position of the harmonics in the frequency spec-
trum to attenuate them while leaving the desired signal pass through. A tunable 
notch filter, as the one in [61], could be an alternative solution. However, the cir-
cuit occupies a large silicon area due to the reactive components. Moreover, it is 
extremely difficult to make it tunable over a multioctave frequency range. A single 
notch only solves the issue with one specific harmonic tone; thus multiple notch fil-
ters are required. The overhead due to the need of automatic tuning and calibration 
is also not negligible.

An alternative solution that is simple, robust, wideband, and inductorless is based 
on PPFs. It leverages the available quadrature LO sequence as follows. It is well 
known [10,28] that PPFs are capable of discriminating between positive and nega-
tive frequency components as they operate on sets of quadrature signals that can 
be interpreted as complex signals. If the quadrature signals do not have sinusoidal 
waveforms, and yet they are evenly spaced in time, the fundamental tones make a 
quadrature sequence that can be seen as a complex tone at a positive frequency +ω. 
The third harmonics, however, make a reverse quadrature sequence that can be seen 
as a complex tone at a negative frequency −3ω. A PPF can thus be used to let the 
fundamental through while notching out the third harmonic [16]. Due to the mod-
erate output power requirement of the SFCW transmitter for medical imaging, the 
attenuation introduced by the PPF is not a paramount issue. Hence, a multisection 
PPF design, featuring a large attenuation rejection of the negative frequencies over a 
very wide bandwidth, can be used.

12.5  A CASE STUDY: A 65 nm CMOS FULLY 
INTEGRATED RADAR TRANSCEIVER

A SFCW fully integrated radar transceiver, implemented in a 65 nm CMOS technol-
ogy, has recently been reported in the literature [9,16]. It is the first attempt of an 
ASIC for the detection of breast cancer in its early development stage by means of 
microwave radar imaging. The transceiver leverages the direct conversion architec-
ture, and many of the design concepts previously described.

The receiver signal path is made of a wideband LNA, linearized transconduc-
tors, passive current-mode mixers, and chopper-stabilized TIAs. The LNA is a 
three-stage design, based on the noise-cancelling technique [13] and on shunt-
peaked loads, to expand the bandwidth. Transconductors linearized by means of 
local resistive feedback feed passive current-mode mixers through ac-coupling 
capacitors. This arrangement maximizes the linearity while avoiding the down-
converted signal to be corrupted by the 1/f noise of the mixer switches. Current-
to-voltage conversion of the baseband quadrature signal is performed by TIAs. 
To cope with the 1/f noise of the transistors of the TIAs, the chopper stabilization 
technique is employed. An integer-N PLL synthesizes all the frequencies from 8 to 
16 GHz starting from a 22.6 MHz reference. The PLL relies on two VCOs not to 
impair the phase noise performance for the tuning range. Each VCO is followed by 
an injection-locked prescaler by four. A programmable divider, phase-frequency 
detector (PFD), charge pump, and third-order loop filter close the control loop. 
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A reconfigurable injection-locked divider by one, two, or four generates the quadra-
ture phases over the entire 2–16 GHz range and drives the mixers. The divider is 
interfaced to the PLL and to the mixers by means of injection-locked ring oscil-
lators used as regenerative buffers. The signal is tapped at the mixer LO port by a 
buffer and output to be irradiated. The transmitter buffer is made of a regenerative 
buffer, similar to the ones used in the LO distribution chain, which drives a PPF, 
used to suppress the harmonics of the transmitted signal.

The silicon area of the implemented transceiver prototypes is 1.3 by 1 mm2, and 
the overall power consumption is 203 mW from a 1.2 V supply. A breakdown of 
the power consumption is shown in Figure 12.12. Clearly, the frequency generation 
chain is the most demanding block in the system.

Table 12.1 shows a summary of the measured transceiver performance. The 
receiver input matching is lower than −9 dB over the entire 2–16 GHz bandwidth. 
The receiver conversion gain and average noise figure are 36 and 7 dB, respectively. 
The 1/f noise corner is 30 Hz, showing the effectiveness of the chopper-stabilized 
TIA. The input-referred 1 dB compression point is larger than −29 dBm, the IIP3 
larger than −13 dBm, and the IIP2 larger than 22 dBm. The I/Q phase mismatch is 
lower than 1.5° over frequency [8]. The transmitter average output power is −14 dBm, 
and the harmonic rejection is in excess to 40 dBc. The two VCOs tune from 6.5 to 
11.8 GHz and from 11.0 to 18.4 GHz, effectively covering the higher octave of opera-
tion. The phase noise at 10 MHz offset from the carrier is lower than −129 dBc/Hz, 
while the RMS jitter is lower than 680 fs [16].

The SFCW CMOS radar transceiver consistently achieves a dynamic range in 
excess of 107 dB (calculated combining the 1 dB compression point and the inte-
grated thermal and 1/f receiver noise) over more than 3 octaves, while the 14 GHz 
bandwidth allows to detect a tumor with 3 mm resolution. This performance enables 
the radar transceiver to be effectively employed as a breast cancer imaging diagnos-
tic tool to detect small tumors up to a depth of about 6–7 cm [7].
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FIGURE 12.12 Breakdown of the power consumption of the radar transceiver.
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An actual imaging experiment carried out using the integrated radar transceiver 
is reported in [9]. The experiment is performed on a phantom mimicking the EM 
properties of the human breast over a wide range of frequencies. The material mod-
eling the healthy tissue is a mixture of glycerin, double distilled/de-ionized water, 
ethylene glycol, polyethylene powder, and agar [6]. The recipe is easy to make, con-
sistent, accurate, and has been extensively tested over more than 2 years [6]. Two 
enclosures of different diameters (6 and 9 mm) filled with tap water are buried inside 
the breast phantom, mimicking two tumor targets. A planar antenna array configu-
ration is chosen to arrange a proof-of-concept testbed, allowing an easy and fast 
mechanical reconfiguration of the number of antennas and mutual distance, such 
that the array behavior can be synthetically obtained by moving a single imaging 
element. To further ease the testing, an approach similar to inverse synthetic array 
radar (ISAR) is used: the antenna position is fixed while the phantom is moved over 
all the desired positions.

A picture of the phantom along with radar images obtained on three different 
cross sections is shown in Figure 12.13. Both radar targets are correctly located and 
clearly identified, despite the presence of some residual clutter due to the implemen-
tation impairments of the transceiver. Overall, the results in Figure 12.13 show the 
feasibility as well the potential of an ASIC design for microwave medical imaging 
applications. The custom hardware design can effectively contribute to the develop-
ment of the microwave radar imaging technology, which has the chance of signifi-
cantly improving the health of people.

TABLE 12.1
Radar Transceiver Performance Summary

Receiver Performance

Conversion gain 36 dB

Bandwidth 2–16 GHz

Input match <−9 dB

Average noise figure 7 dB

1/f noise corner frequency 30 Hz

P1 dB >−29 dBm

IIP3 >−13 dBm

IIP2 >22 dBm

I/Q phase mismatch <1.5°

Transmitter Performance
Output power −14 dBm

Harmonic rejection >40 dBc

Phase noise at 10 MHz offset <−129 dBc/Hz

RMS jitter <680 fs

Source: Reproduced from Bassi, M. et al., IEEE Trans. Microw. 
Theory Tech., 61(5), 2108, 2013.
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13.1 INTRODUCTION

Wireless sensor networks (WSNs) have become highly sought after in myriad of 
applications, including health care, environmental monitoring, industrial  settings, 
and agriculture. The nature of these applications imposes severe restrictions on the 
power consumption of a WSN node. As a result, power-efficient communication 
schemes and ultralow-power (ULP) radio frequency (RF) front-end circuits are 
required to maximize battery lifetime and to enable operation using energy har-
vested from the environment.

Impulse radio ultrawideband (IR-UWB) is a promising technology that has shown 
great potential for ULP, low-cost, and integrated radio solutions. This form of com-
munication sends information using a stream of very short pulses, with pulse widths 
on the order of nanoseconds or less. A transceiver can take advantage of these short 
pulses by cycling its operation. Since power need only be consumed when the system 
is actively transmitting or receiving, cycled operation can lead to a drastic reduction 
in power consumption.

Accordingly, IR-UWB is suitable for WSN applications in which power consump-
tion is the main constraint and relatively low data rates are required [1]. The pulsed 
nature of IR-UWB also allows for simple noncoherent energy detection architectures 
to be employed. This simplifies the receiver architecture and reduces the cost and 
power consumption of the transceiver.

The design of power-efficient transceivers also requires careful optimization at 
the circuit level. As the feature size in standard CMOS technologies is shrunk, the 
maximum allowed supply voltage is reduced as well. While operation from a low-
supply voltage is desirable in systems powered by energy harvesting to minimize 
conversion losses and power consumption, it also leads to restrictions on the usable 
circuit topologies, intrinsic gain, and the speed transistors can operate. Consequently, 
circuits operating from very-low-supply voltages have become very important and 
are under active research [2–6].

In this chapter, we will first discuss design challenges inherent in ULP and 
ultralow-voltage (ULV) circuits and techniques to overcome them. These techniques 
will be demonstrated in the design of two ULP and ULV low-noise amplifiers (LNAs) 
suitable for UWB systems. Finally, a compact, low-power IR-UWB transceiver for 
WSNs with a low-complexity synchronization scheme will be presented.

13.2 ULTRALOW-VOLTAGE CIRCUIT DESIGN CHALLENGES

Supply voltage reduction is desirable in applications such as WSNs and systems 
operating on the energy scavenged from the environment to lower the power con-
sumption and the conversion losses in the dc–dc converters. However, ultralow-
supply voltages (VDD < 0.6) that force the VDS of the transistors to be close to VDS,sat 
have severe impacts on the characteristics of a MOS transistor, for example, intrinsic 
gain, transit frequency ( fT), noise figure (NF), and linearity. Moreover, low-supply 
voltage restricts the overdrive voltages available for the transistors and the circuit 
topologies that can be used. Here, we will address the major impacts of ULV on the 
performance of a MOS transistor [7].
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13.2.1 tRansconDuctance efficiency

The ratio of transconductance to dc drain current gm/ID is a conventional approach 
for designing low-power analog CMOS circuits [8]. It is required to study the impact 
of VDS on the current efficiency. As VDS is reduced, the achievable ID and correspond-
ingly the gm of the device decrease due to channel length modulation. Interestingly, 
the ID and gm are reduced by the same factor; hence, the gm/ID stays almost constant 
for different VDS values. Figure 13.1 illustrates the simulation results for gm/ID curve 
for two VDS values with respect to the inversion coefficient (IC) for a transistor in 
a 90 nm CMOS technology with W = 40 µm and L = 100 nm, and using a BSIM4 

model. The IC is defined by Ref. [9]
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ID0 is the technology current as defined by ID0 = 2 nμ0COXUT
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W is the effective channel width
L is the effective channel length
n is the substrate factor whose value depends on process and varies from 1 to 2
μ0 is the carrier mobility
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FIGURE 13.1 Simulated gm/ID characteristics for an NMOS transistor in a 90 nm CMOS 
technology.
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In general, weak inversion (WI) corresponds to IC < 0.1. If 0.1 < IC < 10 then 
the transistor is in moderate inversion (MI) and if IC > 10 the transistor is in strong 
inversion (SI). As can be seen in Figure 13.1, the transconductance efficiency has a 
maximum in the deep WI region. The efficiency reaches 0.5 of the maximum at the 
center of the MI region and decreases in the SI region.

13.2.2 intRinsic voltage gain

The intrinsic voltage gain of a MOS transistor is the small signal low-frequency 
gain of a common-source MOSFET with an ideal current source as the load. This 
is simply the ratio of gm/gds. Drain-source voltage reduction causes gds to increase 
and gm to decrease. The gds rise can be explained through channel length modula-
tion (CLM). According to CLM, gds decreases directly by increasing the gate length 
(up to a certain point) and excess drain-source voltage above VDS, sat [10]. Hence, 
reducing the drain-source voltage causes the intrinsic voltage gain of the transistor 
(gm/gds) to be reduced. The simulation results for the intrinsic voltage gain of an 
NMOS transistor in a 90 nm CMOS technology with W = 40 µm and L = 100 nm in 
BSIM4 model for different values of VDS are shown in Figure 13.2. As can be seen 
in the figure, there is about 45% reduction in the achievable intrinsic voltage gain 
in the MI region.

13.2.3 tRansit fReQuency

Another important characteristic of a MOSFET that should be studied is the transit 
frequency, fT. As the VDS of the device is reduced, the fT also gets reduced. This is 
because fT is proportional to gm, and gm decreases as VDS is reduced. Figure 13.3 
illustrates the simulation results for the transit frequency of an NMOS transistor in a 
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90 nm CMOS technology with W = 40 µm and L = 100 nm for two different values 
of VDS. As demonstrated in the figure, the achieved fT for a VDS of 0.2 V decreases 
by 27% compared with fT for a VDS of 0.6 V. It should be noted that, when the VDS is 
at 0.2 V, the peak of the fT happens at lower ICs since the transistor enters the triode 
region sooner. This fT reduction deteriorates the performance, namely, the band-
width, NF, and gain of the RF front-end circuits.

13.2.4 noise figuRe

The noise characteristics of a MOSFET are highly important for LNA design. The 
minimum noise figure, NFmin, of a MOS transistor is the noise figure at the optimum 
source resistance. The NFmin also varies with respect to VDS. The NFmin is inversely 
proportional to the square root of gm and hence increases as the VDS decreases. The 
simulated NFmin of an NMOS in a 90 nm CMOS technology with W = 40 µm and 
L = 100 nm for two values of VDS is shown in Figure 13.4. It is interesting to note that 
the IC in which the minimum happens is almost unchanged.

13.2.5 lineaRity

The linearity of the LNA will decrease as the supply voltage is lowered. To further 
investigate the effects of supply voltage on the nonlinear behavior of a MOSFET as 
a weakly nonlinear system, the nonlinear drain current (ids) of a transistor can be 
expressed in terms of vgs and vds by a 2D Taylor series
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where the Taylor coefficients can be derived from
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The cross terms have been ignored for simplicity. It is known that gm is the strongest 
contributor to third-order distortion in circuits. However, it will be shown that in 
deep submicron technologies and specifically at low VDS values, gds deteriorates the 
linearity of the circuit as well. Figure 13.5a shows the g m̋ variation with respect to 
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the IC for multiple values of VDS. As can be seen, as long as the transistor is in satu-
ration, g m̋ has the same characteristics for different VDS values. It should be noted 
that the zero crossing of g m̋ is not dependent on the VDS and happens at IC of 1.2. 
Despite the variation against process and temperature, this sweet spot was used for 
circuit linearization [11]. Moreover, Figure 13.5b illustrates g d̋s versus VDS for mul-
tiple values of the IC. It can be seen that g d̋s increases by increasing the IC, and this is 
due to higher current and lower output impedance at higher ICs. It is also interesting 
to note the variation of g d̋s with VDS. It is clear that g d̋s decreases significantly by VDS. 
For example, at an IC of 1, g d̋s is 20 times higher at VDS = 0.2 compared to VDS = 0.6. 
More importantly, at this point g d̋s is comparable to g m̋ (almost half of it). Hence, the 
nonlinearity due to gds must be considered at low-supply voltages.

13.2.6 suMMaRy

Table 13.1 summarizes all the ULV impacts that were discussed in this section on 
the characteristics of an NMOS transistor in a 90 nm CMOS technology by reducing 
VDS from 0.6 to 0.2 V.

13.3  ULTRALOW-POWER, ULTRALOW-VOLTAGE, 
AND WIDEBAND DESIGN TECHNIQUES

Now that some of the issues with ULV circuit design have been presented, methods 
of overcoming these challenges will be discussed while keeping in mind the goal of 
low-power consumption with ultralow-supply voltages. At first, general techniques 
to realize ULP circuits that are suitable for application in ULV environments are 
discussed. Following this, bandwidth enhancement schemes and wideband matching 
techniques that are suitable for ULP and ULV circuits will be presented.

13.3.1 ultRalow-PoweR Design techniQues

13.3.1.1 Ultralow-Power Biasing Scheme
In this section, we will address the optimum biasing point for a single transistor. The 
goal is to find a biasing region where the transistor has acceptable transit frequency 

TABLE 13.1
Ultralow-Voltage Design Challenges Summary

Design Parameter Ultralow-Voltage Supply Impact

Transconductance efficiency (gm/ID) Unchanged

Intrinsic gain (gm/gds) 45% reduction

Transit frequency (fT) 27% reduction

Noise factor Increases slightly

Nonlinearity due to gm Unchanged (up to the triode region)

Nonlinearity due to gds 20 times larger (at IC = 1)
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(bandwidth), gain, and noise performance while consuming very little power from 
a low-supply voltage. For a common-source MOSFET with a current source at 
the drain, the low-frequency gain is gm/gds and the noise factor can be found by 
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⎛

⎝
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⎠
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2
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α

 [12].

As stated before, the transconductance efficiency is defined by gm/ID. This has 
been incorporated in various biasing schemes like figures of merit (FOMs) for low-
power circuit design, such as [13] FOM fg

I T
m

D= ( )( ). However, as discussed ear-
lier, VDS variation has severe impacts on the intrinsic gain (specifically on the gds 
of a transistor). Hence, the effect of VDS on the intrinsic gain must be included to 
reflect the impact of low-supply voltages. As such, the modified FOM used here is 
defined as the product of the transconductance efficiency, intrinsic gain, and transit 
frequency as given in the following [7]:

 
FOM g

I
g
g

fm

D

m

ds
T= ⋅ ⋅ .  (13.4)

This FOM represents the optimum bias point to achieve low-power operation with 
reasonable noise figure, gain, and bandwidth. However, the bandwidth and NF can 
be traded with higher voltage gain and lower power consumption as we move to 
the lower inversion coefficients, and vice versa. Figure 13.6 highlights the proposed 
FOM for two values of VDS. As can be seen, the optimum point for both curves 
occurs in the MI region; nevertheless, the overall performance of the transistor is 
degraded by 60% at ULV supplies. Also, it is interesting to note the dependency of 
the FOM on VDS. As can be seen in the figure, the peak of the FOM is shifted toward 
the weak inversion region for VDS = 0.2.

13.3.1.2 Current Reuse
Current reuse is a very important technique in the implementation of ULP circuits. 
In this scheme, the dc current is shared between two or more transistors while 
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FIGURE 13.6 Proposed FOM for ULP and ULV circuit design for two VDS values.
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each transistor contributes to the total gain. This technique has been widely used 
in the literature [14–16] to reduce the overall power consumption of the LNAs. 
Moreover, complementary current reuse [17–20] is a technique that employs both 
NMOS and PMOS transistors to take advantage of their complementary char-
acteristics, which has led to ULP designs and some additional advantages like 
distortion and noise cancellation. Figure 13.7 highlights three complementary 
current reuse architectures that provide additional performance benefits to an 
LNA. Figure 13.7a shows a complementary current reuse scheme that provides 
second-order distortion cancellation through the complementary characteristics 
of the NMOS and PMOS transistors [21]. A gm-boosted current reuse LNA for 
UWB applications is highlighted in Figure 13.7b, where the PMOS stage boosts 
the gm of the input common-gate stage to reduce the power required for wideband 
input matching [19]. Figure 13.7c shows a noise-cancelling complementary current 
reuse scheme for UWB receivers [20]. In this architecture, the PMOS transistor is 
the input common-gate stage, while the NMOS is the common-source amplifier 
amplifying the input signal and the noise of M1. When the signals from these two 
paths are combined at the output node, the input signal adds constructively while 
the noise from M1 is cancelled out.

13.3.1.3 Forward Body Biasing
Low-supply voltages restrict the overdrive and drain-source voltages that can be used 
for the MOS transistors. Considering the fact that the threshold voltage of the devices 
has not been reduced noticeably by technology scaling due to leakage currents, 
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FIGURE 13.7 Complementary current reuse LNA (a) with second-order distortion cancel-
lation (From Wei-Hung, C. et al., IEEE J. Solid-State Circ., 43, 1164, 2008), (b) gm-boosting 
(From Khurram, M. and Rezaul Hasan, S.M., IEEE Trans. Very Large Scale Integr. Syst., 
20, 400, 2012), and (c) with noise cancellation. (From Parvizi, M. et al., A 0.4 V ultra low-
power UWB CMOS LNA employing noise cancellation, in IEEE International Symposium 
on Circuits and Systems, Beijing, China, 2013, pp. 2369–2372.)
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forward body biasing can be an important technique for realization of ULP and ULV 
circuits. The threshold voltage of a MOS transistor can be found by

 
V V VTH TH F BS F= + − −( )0 2 2α ϕ ϕ ,  (13.5)

where
α is the process-dependent parameter
φF is semiconductor parameter with typical values of 0.3–0.4

Hence, by increasing body-source voltage the threshold voltage will decrease. A 
direct impact of threshold voltage reduction is the lower gate-source voltage to bias 
the transistor in the desired inversion region.

Figure 13.8 outlines a self-forward-body-biasing scheme. Using this technique elim-
inates the need for separate dc voltages by connecting the bodies of M1 and M2 together 
through Rsub and creating an ULP self-bias loop, including the source-body diodes of 
M1 and M2 [22]. The loop has the voltage equation of VDD = VSB2 + I1Rsub + VBS1.

13.3.2 wiDebanD Matching anD banDwiDth enhanceMent techniQues

13.3.2.1 Shunt Feedback
One of the main challenges in the design of ULP and ULV LNAs is to provide 
wideband input matching with the available power budget. The use of cascaded 
resonant circuits to provide wideband matching with very little additional noise is 
possible, but this can consume significant chip area [23]. A common-gate topology 
can also provide a wideband input match; however, a current of at least 1.7 mA 
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FIGURE 13.8 Schematic of the self-forward biasing scheme. (From Chen-Ming, L., et al., 
IEEE Microw. Wireless Compon. Lett., 20, 100, 2010.)
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is required to provide 50 Ω matching in the chosen 130 nm CMOS technology if 
the amplifier is in moderate inversion (with a gm/ID of 12 V−1 in this region). This 
criterion leads to the overall power consumption being greater than 1.7 mW with 
VDD = 1 V and 0.85 mW with VDD = 0.5 V. Hence, design techniques are required to 
enable low-power input matching, preferably without increasing the noise figure.

Shunt feedback has shown great potential for providing wideband low-power 
input matching [15,24,25]. Figure 13.9 illustrates a possible shunt feedback imple-
mentation for both common-source and common-gate gain stages. In Figure 13.9a, 
the conventional common-source resistive shunt feedback amplifier is shown. The 
input resistance of this architecture can be found by

 
R R R

g Rin
O f

m O
=

+

+1
,  (13.6)

where
RO is the output resistance of the NMOS in parallel with PMOS
gm = gm1 + gm2

Since the feedback is resistive, this results in a wideband and low-power solution. 
Figure 13.9b outlines another viable option for low-power wideband matching in 
which shunt feedback around a common-gate amplifier is used. The effect of feed-
back on the input resistance of the amplifier can be found by
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FIGURE 13.9 Shunt feedback in a (a) common-source amplifier and in a (b) common-gate 
stage. (From Allidina, K. and El-Gamal, M.N., A 1 V CMOS LNA for low power ultra-
wideband systems, in IEEE International Conference on Electronics, Circuits and Systems, 
2008, pp. 165–168.)
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where A is the feedback factor. In the circuit shown in Figure 13.9b, the input resis-
tance can be found by
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1 1
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1 2

1 2 1 2
|| ( )

( )( ) .  (13.8)

Since the input resistance is reduced by the gain of the feedback path, a wideband 
50 Ω input match can be achieved while still maintaining low-power consumption.

13.3.2.2 Bandwidth Extension and gm-Boosting
A conventional technique to extend the bandwidth without additional power con-
sumption is to use inductors to resonate with the parasitic capacitances of the transis-
tors. Figure 13.10a shows a resistive shunt feedback LNA, and Figure 13.10b and c 
shows modifications to this circuit with the inductor placed at the input of the LNA 
[26,27] and inside the feedback loop [28], respectively.

To compare all three topologies in Figure 13.10, the effective gm is calculated for 
each. The gate-drain capacitance, Cds, is ignored in this analysis for simplicity. The 
effective gm for the circuit shown in Figure 13.10a is given by
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At high frequencies, the equation simplifies to
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The effective transconductance for the circuit shown in Figure 13.10b with the induc-
tor at the input can be found by
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FIGURE 13.10 Resistive shunt feedback LNA (a) without bandwidth extension technique, 
(b) with inductive series peaking at the input, and (c) with inductive series peaking in the feed-
back path.
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The effective transconductance for the LNA with inductive series peaking in the 
feedback path can be found by

 

g g

L C R
R

R
R

R R g R L C
m eff

m

gs
s

f

s

f
L f m f gs

,

||
=

−( ) + + ⋅( ) ⋅ + −( )1 1 12
1 2

2
1ω ω ++

−

⎛

⎝
⎜

⎞

⎠
⎟

j C R
L C
gs s

gs

ω

ω( )

.

1 2
1

 

(13.12)

As can be seen, by adding the inductor inside the feedback loop, the denominator ends 
up having only the term jωCgsRS at the resonance frequency and as a result, the gm will 
be boosted. However, for the case where the inductor is placed at the input, Equation 
13.11, the last term in the denominator exists at the resonant frequency and dampens the 
response so no gm-boosting occurs. Figure 13.11 shows MATLAB® simulation results 
for the effective gm for the three circuits. The bandwidth enhancement for series peak-
ing in the feedback loop is obviously higher than the inductive peaking at the input.

From pole-zero perspective, this technique pushes the dominant poles of the cir-
cuit to higher frequencies. Figure 13.12 illustrates the effect of inductor values on 
the position of dominant poles of the circuit shown in Figure 13.10c. As can be seen, 
the conjugate poles are pushed into the left side by increasing the value of inductors. 
However, after a certain limit, the magnitude of the dominant poles from the origin 
gets reduced, leading to lower bandwidth.

Input matching of the amplifier is also affected by the inductive peaking in the feed-
back and hence it should be taken into consideration while choosing inductor values. 
Staggering the resonance frequencies of the two feedback loops further broadens the 
bandwidth and limits the amount of peaking in the response of the amplifier.
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Another technique to enhance the bandwidth in common-gate transistors can 
be realized by adding an inductor at the gate [20]. This technique boosts the gm of 
the transistor at high frequencies without any extra power consumption. To verify 
this scheme, the effective transconductance (Gm, eff) of the common-gate transis-
tor is found with and without an inductor at its gate as shown Figure 13.13. The 
Gm, eff of a common-gate transistor can be found by finding the output current of 
a device versus the input voltage and by taking into account the source resistance 
and parasitic capacitances. The exact Gm, eff of a common-gate transistor and the 
high-frequency approximation can be found by
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From (13.13), it can be seen that Gm, eff decreases with frequency. However, by adding 
an inductor to the gate of CG transistor, the Gm, eff becomes
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and at high frequencies, this simplifies to
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Consequently, Gm, eff is boosted at the desired frequency. These simplified models are 
plotted in MATLAB and shown in Figure 13.14. For a common-gate transistor with 
gm-boosting, Gm, eff is plotted for multiple values of Lg. As can be seen, Gm, eff decreases 
with frequency for a conventional CG transistor. However, the proposed gm-boosting 
technique increases the Gm, eff until the resonance frequency of Lg with Cgs.

13.4  ULTRALOW-POWER, ULTRALOW-VOLTAGE, 
WIDEBAND LNAs

13.4.1  ulP uwb lna eMPloying coMPleMentaRy 
cuRRent-Reuse noise cancellation

Using the aforementioned design techniques, two ULV and ULP LNAs are designed 
and implemented in a 90 nm CMOS technology. In this section, we will briefly dis-
cuss the performance of these LNAs.

Figure 13.15 illustrates a current reuse noise-cancelling UWB LNA with supply 
of 0.4 V and power consumption of 0.41 mW. The proposed LNA utilizes a comple-
mentary current reuse noise cancellation scheme, through M1 and M2, to lower the 
power consumption and NF. Inductive gm-boosting is employed by placing L4 and 
L5 at the gate of M1 and M2, respectively, to improve the bandwidth, input matching 
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and gain of the LNA without additional power consumption. The optimal bias 
point for these transistors was obtained by considering the modified FOM shown 
in Equation 13.4. Noise cancellation of the input common-gate stage, M1, is realized 
through M2 in the common-source configuration. The output balancing and noise 
cancellation criteria are determined using

 g Z g Zm m1 1 2 2⋅ = − ⋅� ,  (13.16)

where the left side of (13.16) is the gain of the CG stage and the right side is the 
gain of common-source stage. Z1 represents the total impedance at the drain of the 
 common-gate transistor, and Z2 is the total impedance at the drain of the CS transistor.

The noise factor of this LNA is calculated assuming that the transistors have infi-
nite output impedance and that the gate resistance is negligible for simplicity. The 
noise factor of this LNA is determined using the following formula:
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where
AV = (gm1Z1 + gm2Z2)
γ is the MOSFET noise parameter
α = gm/gd0
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FIGURE 13.15 Circuit schematic of the proposed ULV and ULP current reuse LNA with 
gm-boosting.
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The second term is the contribution of PMOS transistor, the third term is due to the 
NMOS transistor, and the last term comes from the load resistors.

The proposed gm-boosting technique also improves the input matching condition, 
especially at high frequencies. The input impedance of the proposed circuit is given by
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where gO1 is the output conductance of transistor M1. This equation shows that the 
effect of parasitic capacitances at the input will be reduced by adding L4 and L5.

The LNA is implemented in a 90 nm TSMC CMOS technology and is simulated 
using BSIM4 models in SpectreRF. Figure 13.16 highlights the input matching (S11), 
reverse isolation (S12), output matching (S22), and S21 of the LNA. The maximum 
gain of the LNA is 15 dB and its 3 dB bandwidth is between 3.2 and 10 GHz. The 
S11 is well below −10 dB in this band thanks to resonance at the input and inductive 
gm-boosting. The S22 is below −10 dB as well, and the S12 is less than −35 dB. The 
noise figure of the proposed LNA is shown in Figure 13.17, and it varies between 4.5 
and 5.3 dB across the bandwidth.

It is important to examine the performance of the noise-cancelling LNA at differ-
ent process corners. Figure 13.18 illustrates the contribution of the drain noise current 
of the common-gate and common-source transistors in the bandwidth of operation. 
As can be seen, the noise contribution of common-gate transistor is very small (less 
than 1.5%), between 3 and 5 GHz. However, it gradually increases at high frequen-
cies. This is due to a phase imbalance between the two outputs, which increases at 
high frequencies and reduces the drain current noise cancellation. A comparison of 
the performance of the LNA with the state-of-the-art works in the literature will be 
provided at the end of this section.
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13.4.2  sub-mw wiDebanD lna with Resistive 
shunt-feeDback anD inDuctive seRies Peacking

The next LNA that will be covered in this section is a 0.5 V 750 µW resistive shunt 
feedback LNA with inductive series peaking [7]. The schematic of the LNA is shown 
in Figure 13.19. As with the previous LNA, the design techniques illustrated earlier 
in this chapter have been employed to realize the low-power LNA. Complementary 
current reuse technique is implemented through M1 and M2 to reduce the power 
consumption and simultaneously cancel the second-order distortion. Moreover, as 
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discussed previously, inductive series peaking in the feedback path allows for band-
width extension, NF reduction, and input matching improvement. Furthermore, the 
transistors are biased according to the ULP and ULV biasing methodology intro-
duced earlier.

To better understand the operation of the LNA, the design equations are provided 
later. At low frequencies, the input impedance of the LNA shown in Figure 13.19 can 
be found by Equation 13.6. However, at high frequencies, the parasitic capacitances 
degrade the input matching, but this is compensated for by the addition of the induc-
tors as described in Section 13.3.2.2. The overall input impedance of the proposed 
LNA can be found by

 

Z Z Z R r r
g r r
j C Z

g r r
jin f o o

m o o

gs

m o o
= +( ) ( )

+
( )

1 2 1 2
1 1 2

1 1

2 1 2||
|| ||

ω ωCC Zgs2 2

⎛

⎝
⎜⎜

⎞

⎠
⎟⎟ ,  (13.19)

where Z1 and Z2 are ( jωL1 + 1/jωCgs1) and ( jωL2 + 1/jωCgs2), respectively. The volt-
age gain of the LNA is boosted by the inductive series peaking in the feedback path 
at high frequencies. The overall voltage gain of the LNA is given by
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The main noise sources in this LNA are the channel noises of M1 and M2 and of the 
feedback resistor, Rf. The noise factor of the LNA can be expanded as

 

NF R
R

g R
g R

g
R

R R
g R

f

s

mt s

mt f

mt

S

S f

m f
≈ +

+
−

⎛

⎝
⎜

⎞

⎠
⎟ +

+( )
−( )

⎛

⎝
⎜⎜

⎞
1 1

1 1

2
γ
α ⎠⎠

⎟⎟

2

.  (13.21)

Rb

M2

M1

L1C1

Vb1

Rb

M3

M4

Bu�er

Vout

Vb2
C3

C2Rs

L2

Rf

FIGURE 13.19 Complete schematic of the proposed ULP and ULV LNA with buffer.



354 Wireless Transceiver Circuits

The effective gm of the transistors gets boosted due to inductive series peaking in the 
feedback path, giving rise to lower NF at the resonance frequency.

The die photograph of the LNA is shown in Figure 13.20, and the active area 
is 0.27 mm2 × 0.88 mm2. The circuit was tested using a probe station, and an on-
chip buffer was used to drive the 50 Ω impedance of the measurement equipment. 
The buffer was measured separately and de-embedded from the S21 and NF results 
presented here. The dc pads were bonded and the dc voltages were supplied using a 
custom printed circuit board (PCB). The length of the bond wires was minimized to 
lower the parasitic inductors due to bond wires. Figure 13.21 shows the measurement 
results along with simulation results for S21 and S11.

The fabricated LNA reaches a maximum S21 of 12.6 dB at 4.5 GHz with a 3 dB 
cut-off frequency of 7 GHz and achieves an S11 of less than −10 dB along the whole 
bandwidth. The gain roll-off seen in the measured voltage gain can be explained by 
the change in the resonant frequency of the inductors due to increased inductances 
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FIGURE 13.20 Die micrograph of the ULP and ULV resistive shunt feedback LNA.
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and/or parasitic capacitances in the fabricated LNA. Figure 13.22 shows the S22 and 
S12 of the LNA. The S22 is less than −10 dB in the whole bandwidth, and S12 is 
better than −23 dB in the band of interest. The parasitic coupling of the LNA and the 
buffer have deteriorated the S12 at low frequencies compared with the simulations.

The NF of the LNA is shown in Figure 13.23. The minimum measured NF is 
5.5 dB while the average NF in the whole band is 6 dB. The measured NF is higher 
than the simulation results. This is mainly due to inaccurate transistor noise model-
ing in moderate inversion and to a reduced voltage gain compared with the simula-
tion results. The bond wires used in this test setup also contribute to noise injection, 
since there are insufficient on-chip decoupling capacitances at the DC biasing nodes 
to create a strong small-signal ground. The power consumption of the LNA is only 
0.75 mW from a 0.5 V supply voltage.

Table 13.2 presents a comparison of the presented LNAs with other LNAs in 
the literature. A figure of merit expressed in (13.22) [29] is employed to compare 
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the overall performance of the LNAs. It can be seen that LNAs consume much less 
power and require a lower supply voltage compared with other works, while simul-
taneously achieving a higher FOM. However, it should be noticed that a small varia-
tion in performance will be noted when the LNA is fabricated and measured:

 

FOM Gain lin BW GHz
P mW F lin

average

dc average
=

×

⎡⎣ ⎤⎦× ⎡⎣
20 10log [ ] [ ]

⎤⎤⎦ −( )
⎛

⎝

⎜
⎜

⎞

⎠

⎟
⎟1
.  (13.22)

13.5 LOW-POWER, LOW-COMPLEXITY IR-UWB RECEIVER DESIGN

The previous sections of this chapter focused on low-power and low-voltage design 
techniques for individual amplifiers in RF receivers. This section will focus on imple-
menting a receiver using some of these techniques, as well as system-level choices that 
allow for ultralow-power operation. A low-power transmitter will also be presented.

As mentioned earlier, the inherent duty-cycled operation of pulse-based transceiv-
ers allows UWB radios to achieve energy-efficient communications for low data rate 
systems, such as those used in many WSN applications. This work focuses on one 
such transceiver for use in the 100–960 MHz band to increase energy efficiency com-
pared to the operation above 3.1 GHz. While the antenna size for this frequency band 
renders this system unattractive for mobile devices, applications such as structural 
health monitoring of urban infrastructure (e.g., the structural integrity of bridges) do 
not have this size constraint.

Efficient low data rate receivers based on energy detection and correlation have previ-
ously been implemented in Refs. [1,34–39]. Due to their windowed nature of operation, 
they employ relatively complex pulse synchronization schemes involving delay chains for 
timing, multiple switching integrators (or correlators), and digital backend processing. This 
leads to complex and/or lengthy synchronization procedures, and this problem is aggra-
vated at low data rates where pulse widths are small compared to the pulse repetition rate.

This same type of situation exists in burst mode transceivers, which have a high 
instantaneous data rate but implement duty cycling at the packet level. In this case, 
efficient and fast packet-level synchronization is required to create an optimal solution. 
Additionally, since the UWB pulses in burst mode communications are condensed into 
a smaller time period, each pulse must have less energy in order to meet FCC regula-
tions, in which the power spectral density of the pulse train is measured over a 1 ms time 
span. For this reason, this work focuses on non-burst-mode UWB communications.

Synchronization time and complexity can be decreased by increasing the window 
of integration in energy detection receivers, but this decreases the performance of 
the communications link due to the collection of additional noise and interference. 
This work focuses on peak detection instead of energy detection to create a single 
path receiver that does not suffer from cumulative noise and interference integrated 
within the detection window. The synchronization scheme is based on a clock and 
data recovery (CDR) system, which effectively transfers the pulse synchronization 
process to the analog domain. This reduces the amount of digital circuitry and its 
associated leakage current and allows for a high-efficiency, low-complexity imple-
mentation with a simple synchronization scheme.
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The transceiver implemented here uses on–off keying modulation with a nominal 
data rate of 1 Mbps. The transceiver achieves a receiver efficiency of 292 pJ/pulse and a 
transmitter efficiency of 115 pJ/pulse, making it attractive for sensor nodes that require 
increased battery longevity, and also provides for the possibility of powering sensor nodes 
using energy harvesting techniques. Section 13.5.1 will describe the receiver design, and 
the transmitter design will be presented in Section 13.5.2. Measurement results will be 
presented in Section 13.5.3, along with a comparison with other recent works.

13.5.1 ReceiveR Design

Figure 13.24 shows a simplified block diagram of the receiver. The RF front-end 
is responsible for amplifying a received UWB pulse to digital levels, and the CDR 
circuitry synchronizes the receiver and outputs the baseband data and clock signals.

13.5.1.1 RF Front-End
An expanded view of the RF front-end is shown in Figure 13.25. The signal is first 
amplified by an LNA and gain stages and is then compared with a low-pass version 
of itself to remove any slow-varying offsets. A large input signal will trigger the 
comparator, which indicates that a pulse was received.

Cycle bias
generator

Output
data

Output
clock

Clock and data
recovery circuit

Cycle
control
signal

RF
front-
end

FIGURE 13.24 Block diagram of the UWB receiver.
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FIGURE 13.25 Expanded view of the RF front-end.
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The LNA is based on a common-gate amplifier (M1) with feedback provided by M3 

to reduce the current needed to achieve a 50 Ω input match. As discussed earlier, the 
use of a single current path allows for low-power operation by allowing the bias current 
to be reused. Additional discussion of the circuit can be found in Ref. [15]. The LNA is 
followed by two common-source gain stages with resistive feedback to decrease their 
sensitivities to bias voltage variations. The signal (SIG) and low-pass (dc) outputs are 
then compared using a differential pair in which M5 is twice the size of M4 to avoid 
false detections in the presence of noise and process variations as determined from 
Monte Carlo simulations. The output pulse is then converted to digital levels using 
a digital buffer, before being synchronized to the local clock by the CDR circuitry 
described in the next subsection. All front-end stages include switches to enable duty-
cycled operation. To ensure that noise from this switching operation (amplified by the 
RF front-end) does not incorrectly trigger an output pulse, the enabled signal for the 
digital buffer is delayed relative to the amplifier and comparator enable signals.

It should be noted that alternative comparators based on positive feedback [40] 
or rectification to detect both positive and negative peaks [41] can also be used with 
this receiver architecture.

13.5.1.2 Clock and Data Recovery System
The schematic of the CDR system is shown in Figure 13.26. It consists of a phase-
frequency detector (PFD), two charge pumps, a loop filter, and a voltage-controlled 
oscillator (VCO). As mentioned earlier, the CDR system is responsible for synchro-
nizing the receiver’s clock to the incoming data.

Standard phase detectors (PDs) for use with random data, such as the Hogge and 
Alexander PDs, are based on sampling the data with the clock [42]—an approach 
that does not work with the low duty cycle pulses in UWB communications. A PD 
architecture that provides a linear output from pulsed data inputs was devised here 
specifically for this application and is shown in Figure 13.27a. The data pulse is 
used to trigger two flip-flops, which are reset by the rising edges of the clock and its 
inverse. Subtracting the output of the XOR gate from the phase up signal yields a 
signal whose average varies linearly with the delay between the rising edges of the 
data and clock signals. Using the data signal to trigger the flip-flops ensures that no 
output is produced for a “0”. Additionally, when the clock and data signals are syn-
chronized, the phase up signal also represents the output data.

Output
clock

Loop
filter

Charge
pumpFrequency

controlCycle
bias
gen.

Phase-
frequency
detector

Pulse
input

Cycle
control
output

VCO
Charge
pump

Phase
control

Output
data

FIGURE 13.26 Block diagram of the clock and data recovery system.
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A frequency detector (FD) based on sampling the in-phase and quadrature 
clocks is included to increase the lock range of the CDR and is shown in Figure 
13.27b [42]. Subtracting the freq down signal from the freq up signal results in 
bang-bang frequency detection with a narrow dead zone around the region where 
the clock and data periods are equal.

Simulation results for both the phase and frequency detectors are shown in 
Figure 13.27c and d. The PD presents a linear output voltage versus delay (Figure 13.27c); 
however, there is only a narrow region over which the PD exhibits a linear average out-
put voltage versus the clock period (Figure 13.27d, top). The FD is seen to have the 
desired average output voltage versus the clock period, except during the dead zone cen-
tered around the data period of 1 μs. The PD controls the synchronization in this region.

The phase and frequency control signals are sent to separate charge pumps that use 
dummy branches and complementary switches to minimize charge sharing, charge 
injection, and feedthrough [43]. The output currents of the two charge pumps are 
summed up and averaged by a second-order passive loop filter to minimize power 
consumption. This output voltage controls the VCO, which is based on a two-stage dif-
ferential ring oscillator structure, with quadrature output clocks. The block diagram of 
the VCO is shown in Figure 13.28a and b and Figure 13.28c shows the block and circuit 
level schematics of a single VCO delay stage, respectively. A positive feedback latch 
is used in each stage to create an additional delay and allow for oscillations with only 
two stages. Tuning of the VCO frequency is achieved through current-starved inverters 
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(I1 and I2 in Figure 13.28b). A fixed current is injected into these inverters to reduce 
the VCO gain and account for shifts in frequency due to process variations. The signals 
VCTRL and VBIAS (in Figure 13.28c) are used to implement these functions. The inverse 
quadrature clock is used to derive the signal for the cycled biasing of the RF front-end.

The loop bandwidth is an important parameter in determining the dynamics of the 
receiver. A large loop bandwidth will result in a quick synchronization time and the 
ability to better track jitter present in the transmitted data. This will allow the receiver 
to perform more aggressive duty cycling since there will be a greater certainty as to 
when the next UWB pulse will arrive. However, if the loop bandwidth is too large, 
the receiver will not be able to tolerate long runs of consecutive 0s and may become 
unstable. The loop was designed to have a loop bandwidth of 40 kHz and a phase 
margin of 50° at a nominal data rate of 1 Mbps. The system can accommodate data 
rates from 100 kbps to 1.8 Mbps as long as the loop bandwidth is modified to ensure a 
stable system. For instance, a lower data rate would require a smaller loop bandwidth. 
This would increase the time in seconds required to synchronize the receiver to the 
transmitter; however, the number of bit periods required for synchronization would 
remain the same. The receiver would also need to be on for a longer time period to 
account for the increased jitter with respect to the transmitted signal, but the level of 
duty cycling will remain the same since the data rate has also been reduced.
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FIGURE 13.28 Schematics of (a) the VCO architecture and a (b) block level and (c) circuit 
level view of a single delay stage.
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For this work, the total loop filter capacitance is 415 pF, and the loop filter resis-
tance is 16 kΩ.

13.5.2 tRansMitteR Design

One of the advantages of UWB communications is the ability to design energy-
efficient digital transmitters. The transmitter designed in this work is shown in 
Figure 13.29. It uses a current-starved inverter (I1) and an AND gate (I2) to create 
a short pulse from the rising edge of the data input, which is then filtered by a cas-
cade of three current-starved inverters (I3). A large inverter (I4) is used to drive the 
50 Ω load of an antenna (or measurement equipment). Tuning the pulse width can 
be accomplished by varying the delay through I1, and the bandwidth can be tuned 
by varying the speed at which the inverters in I3 charge and discharge the capacitive 
input of I4. The bandwidth of the transmitter varies by 50% across process variations, 
but can be tuned to the nominal value using the aforementioned tuning mechanisms.

13.5.3 MeasuReMent Results

The transceiver was designed and fabricated in an ST Microelectronics 90 nm CMOS 
process, and the chip micrograph is shown in Figure 13.30a. As the top level metal 
fill covers up the chip features, the layout is shown in Figure 13.30b. The loop filter 
was not integrated on-chip to allow for more flexible testing, but the typical sizes of 
its components are small enough to allow for complete integration in the 0.94 mm2 
chip area once the test structure in Figure 13.30b is removed.

The measured time and frequency domain responses of the transmitted pulse are 
shown in Figure 13.31a and b, respectively. The transmitted pulse spectrum meets 
the most stringent interpretation of the FCC regulations [44].

Figure 13.32 shows measurement results when the transmitter is connected to the 
receiver through a 33 dB attenuator. The pulse output of the comparator has a width 
of ~20 ns, a design choice that ensures detection by the PFD and prevents quick mul-
tipath echoes from triggering multiple pulses. The front-end enable signal rises prior 
to the clock edge to allow for the turn-on time of the RF front-end. The quadrature 
clock is used to provide optimal sampling of the output data.

Figure 13.33 shows synchronization times for a 1 Mbps data stream composed of 
50% of 1s for various initial values of the VCO control voltage. As expected, setting 
the initial VCO frequency close to that of the anticipated data rate reduces the syn-
chronization time. The receiver also synchronizes faster when the VCO is initially 
operating at a frequency higher than that of the data stream, owing to mismatches 

Vdelay

Datain

I1
I2 I3 I4

Vfilter

RFout

FIGURE 13.29 Schematic of the UWB transmitter.
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in the charge pumps. Figure 13.34 shows the pk–pk clock jitter for runs of 0s. This 
defines the worst-case uncertainty when the next UWB pulse will be, and thus the 
level of duty cycling that can be achieved. Even with runs of 14 consecutive 0s, the 
on period of the receiver can be less than 2.5% at 1 Mbps.

Table 13.3 provides a summary of the receiver’s performance, along with com-
parisons to similar recently published works. The receiver sensitivity was measured 
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(a) (b)

1380
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FIGURE 13.30 (a) Chip micrograph (covered by metal fill), along with (b) the layout show-
ing chip features.
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by using an FPGA as a bit error rate tester (BERT). A 23-bit pseudo random bit 
sequence was transmitted and the errors in the received bitstream were evaluated 
at different levels of attenuation. As in other works, correct receiver operation was 
defined as having a BER of less than 10−3. The receiver sensitivity of −65 dBm in 
this implementation can be improved by adding additional gain stages after the LNA 
at the cost of higher power consumption. Specifically, each additional gain stage 
would increase the sensitivity by ~11 dB (until the noise floor is reached) at a cost of 
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FIGURE 13.32 Measurement results when the transmitter is connected to the receiver 
through a 33 dB attenuator.
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230 μW (34 μW during 15% cycled operation). With the two gain stages used here 
and the proposed CDR-based synchronization scheme, the energy efficiency when 
receiving a signal is better than in Refs. [1,37,45]. While Ref. [39] appears to be more 
efficient, it is important to note that the number quoted is energy/pulse, not energy/
bit. Multiple pulses/bit are used in Ref. [39] to obtain a processing gain, therefore 
the pulse repetition rate must be higher than the data rate. However, due to the limits 
imposed by regulators on the transmitted pulse power in UWB communications, a 
faster pulse rate means that less energy can be transmitted per pulse, which negates 
this processing gain. (It should be noted that this assumes the peak power of the 
pulses do not surpass the FCC regulation.) The efficiency in terms of energy/bit at 
the data rate of 1.3 Mbps reported in Ref. [39] is 3.3 nJ/bit.

Comparing the power consumption in the digital back-ends shows the benefits of 
the analog CDR-based synchronization scheme proposed here. The overall power 
consumption in this work is comparable to that in Ref. [45]; however, the data rate 
here is higher by more than an order of magnitude.

By setting the initial VCO frequency close to that of the anticipated data rate 
(which would be fixed in advance), the number of pulse periods needed for pulse-
level synchronization is 25. While this is higher than the simple counter scheme 
reported in Ref. [45], the receiver implemented here only requires a clock frequency 
equal to the data rate. The receiver in Ref. [45] requires a stable clock that is orders of 
magnitude higher than the data rate to provide sufficient resolution for accurate duty 
cycling. Furthermore, the scheme presented here allows for real-time correction of 
clock drift between the transmitter and receiver with no additional power consump-
tion compared to the digital tracking algorithm implemented in Ref. [39].

The receiver’s performance in the presence of in-band interference was tested by 
injecting a tone at 300 MHz, which is at the center of the pulse spectrum. A BER 
of less than 10−3 was observed for signal-to-interference (SIR) ratios of −14 dB and 
higher at a data rate of 1 Mbps. This performance is ~10 times better than the −15 dB 
SIR achieved at the lower data rate of 100 kbps with the energy detection receiver in 
Ref. [35], which collects energy over a (relatively long) 30 ns window.

Table 13.4 provides a summary of the transmitter performance, along with a com-
parison to recently published transmitters in the 0–960 MHz band. The better energy 
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FIGURE 13.34 Measured pk–pk clock jitter versus the number of consecutive 0s.
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efficiency in Refs. [46, 47] is due solely to the higher data rate since the output power 
spectral densities of UWB transmitters are limited by FCC regulations. The work in 
this chapter offers the highest FCC spectral efficiency (pulse bandwidth divided by 
FCC allowed bandwidth) while still meeting the mask requirements, allowing for the 
transmission of more energy and enabling communications over a larger distance.

13.5.4 conclusion

In this chapter, ULP and ULV CMOS circuit design challenges were introduced 
and analyzed. Design techniques to overcome these challenges in wideband LNAs 
were discussed, including a new scheme to find the optimum bias point for tran-
sistors in ULP and ULV circuits, current reuse techniques to reduce the power 
consumption and distortion, forward body-biasing to account for reduced voltage 
headroom, passive and active shunt feedback to provide low power and wideband 
input matching, and bandwidth extension and gm-boosting techniques to achieve 
high-frequency wideband operation. Two ULP and ULV LNAs that achieve sub-
mW power consumption with high FOMs were provided as design examples.

Additionally, a low-power IR-UWB transceiver was discussed. The transceiver 
presents a low complexity solution for IR-UWB applications. By transferring the 
pulse synchronization to the analog domain in the form of a clock and data recov-
ery loop, a reduction in the size and power consumption of the digital circuitry is 
obtained. Using this technique, the implemented receiver has a nominal data rate of 
1 Mbps using on–off keying, a receiver efficiency of 292 pJ/pulse, and a synchroni-
zation time of 25 pulse periods. A transmitter capable of using 59% of the allotted 
FCC spectral mask was also designed with an efficiency of 115 pJ/pulse at a data 
rate of 1 Mbps. The entire transceiver consumes an average power of 407 μW and 
occupies a chip area of 0.94 mm2. This level of power consumption and efficiency 
is well suited to WSN nodes that require increased battery lifetime or that rely on 
energy harvesting techniques for power.

TABLE 13.4
Comparison with Recent IR-UWB Transmitters

Measured 
Transmitter Results This Work [45] [46] [47]

Technology 90 nm CMOS 0.15 μm FD-SOI 
CMOS

0.18 μm 
CMOS

90 nm CMOS

Center frequency 275 MHz 250 MHz 250 MHz 250 MHz

10 dB bandwidth 530 MHz 300 MHz 300 MHz 400 MHz

FCC spectral 
efficiency

55% 31% 31% 42%

Power consumption 115 μW (at 1 Mbps) 1 μW (at 25 kbps) 234 μW (at 
100 Mbps)

220 μW (at 
100 Mbps)

Energy efficiency 115 pJ/pulse (at 
1 Mbps)

40 pJ/pulse (at 
25 kbps)

2.3 pJ/pulse (at 
100 Mbps)

2.2 pJ/pulse 
(at 100 Mbps)
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14 Energy-Efficient High 
Data Rate Transmitter for 
Biomedical Applications

Chun-Huat Heng and Yuan Gao

14.1 INTRODUCTION

Recent development on wireless medical applications, such as wireless endoscopy 
and multichannel neural recording IC, has spurred the need for energy-efficient high 
data rate transmitter. For example, wireless endoscopy with image resolution of 
640 × 480, 6 fps and 8-bit color depth requires a few tens of Mbps if on-chip image 
compression is not available. Similar requirement applies to 256-channel neural 
recording IC with 10-bit resolution and sampling rate of 10 kS/s. Such applications are 
often characterized by asymmetric data link as shown in Figure 14.1 where high data 
rate uplink is required to upload critical biomedical data and low data rate downlink 
is used only for configuring the implanted device. Therefore, complex modulation, 
which supports high data rate, does not necessarily lead to power-hungry solution if 
power-efficient transmitter architecture can be realized as the complex receiver func-
tion is usually implemented off-body without stringent power constraint. In addition, 
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it has been found that transmission frequency below 1 GHz is generally preferred for 
such applications due to smaller body loss (Kim et al. 2010). As this frequency range 
is often crowded, complex modulation with better spectrum efficiency would thus be 
more favorable.

Conventional mixer-based or phase-locked loop (PLL)-based approach, which 
supports phase shift keying (PSK) or quadrature amplitude modulation (QAM), 
does not lead to low-power solution. They are often limited by the need of power-
hungry high-frequency building blocks, such as mixer, radio frequency (RF) com-
biner, high-frequency divider, and PLL. In this chapter, we will discuss the choice of 
modulation and examine the various proposed techniques that can eventually lead to 
an energy and spectral efficient high data rate transmitter.

14.2 MODULATION

Figure 14.2 shows the evolving trends on adopted modulations for transmitters at 
industrial, scientific, and medical (ISM) band, mm-wave band, and sub-1 GHz band. 
Due to the improved technology and the demand on higher data rate over limited 
spectrum resource, designs are moving from simple modulation such as on–off key-
ing (OOK) and frequency shift keying (FSK) toward more complex and spectral 
efficient modulation such as PSK or QAM. As shown in Figure 14.3, by moving 
from FSK to 16-QAM, the spectral efficiency can be improved by four times. The 
relatively high side lobe can be suppressed if pulse shaping is adopted as shown in 
Figure 14.4 to improve the spectral efficiency further. Nevertheless, there are a few 
requirements for implementing complex modulation and pulse shaping. First, accu-
rate phase is needed, which demands accurate frequency and phase generation. This 
is conventionally accomplished with PLL. Second, pulse shaping can be achieved 
with either mixer-based approach or polar transmitter, which generally leads to 

Low data rate downlink
Small

intestine

Stomach

Esophagus
High data rate uplink

External basestation

WCE

FIGURE 14.1 Asymmetric data link.
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complex architecture and higher power consumption as mentioned earlier. In the 
next section, we will examine a few proposed techniques that can lead to simplified 
architecture and achieve low-power consumption.

14.3 FREQUENCY AND PHASE GENERATION

PLL is widely adopted for frequency and phase generation. However, due to the need 
of high-frequency divider, charge pump, and so on, it is not a power-efficient solution. 
In addition, for LC oscillator, multiphase is obtained by operating at twice larger the 
desired output frequency and divide down the output through high-frequency divider, 
which incurs more power penalty due to the higher operation frequency. On the other 
hand, ring oscillator (RO) can readily provide the desired output phase but suffer 
from poorer phase noise. Here, we proposed two energy-efficient ways of achieving 
accurate frequency and phase generation without the aforementioned issues.
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14.3.1 lc-baseD injection-lockeD oscillatoR

Injection-locked oscillator (ILO) has been found to be an energy-efficient way of 
obtaining accurate frequency reference without the need of additional components, 
such as frequency divider, phase frequency detector, and charge pump. Hence, it can 
lead to an energy-efficient solution for frequency carrier generation. Fundamentally, 
it behaves like a first-order PLL where the free-running frequency of the LC oscil-
lator will lock to the nth harmonic of the injected reference frequency. Here, we pro-
posed an efficient way of obtaining the desired multiphase output without resorting 
to higher operating frequency and divide down method. As shown in Figure 14.5, 
depending on the free-running frequency of the LC tank, the output phase exhibits 
certain relationship with respect to the nth harmonic of the injected reference (Razavi 
2004). For example, if the free-running frequency of the LC tank is higher than the 
nth harmonic of the injected reference, the output phase will be lagging the injected 
reference. On the other hand, if the free-running frequency is lower, the output phase 
will be leading the injected reference. This observation allows us to manipulate the 
free-running frequency of the LC oscillator to obtain the desired output phase. 
As shown, output phase with ±45° can be obtained through this manner, and the 
remaining ±135° can be obtained by swapping the output phase to introduce the 180° 
phase shift (Diao et al. 2012). Finer output phase resolution can be achieved by using 
switched capacitor bank to obtain fine frequency tuning for the LC oscillator.

From the aforementioned description, it is obvious that the frequency tuning will 
directly affect the phase accuracy and amplitude variation, which in turn will deter-
mine the resulting error vector magnitude (EVM) as follows:
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where ΔM and ϕ are the resulting magnitude and phase deviations. It has been 
shown in Diao et al. (2012) that the oscillator output amplitude (Vosc) and phase are 
related as follows:
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where Iinj is the injection current amplitude, ωinj is the injected nth harmonic fre-
quency, ω0 is the free-running frequency of the oscillator, L is the inductance of the 
LC tank, Rp is the equivalent LC tank parallel resistance, gm is the transconductance 
of the cross-coupled pair transistor of the LC oscillator, Q is the quality factor of the 
LC tank, and K is the injection strength given as
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where Iosc is the oscillator current.
Based on (14.1) through (14.4), the resulting EVM for a given phase error can then 

be obtained and is plotted in Figure 14.6. As shown, for EVM to be smaller than 
23%, a phase error as large as 10° can be tolerated. Also, from the studies, the impact 
of magnitude error on EVM is much smaller compared to phase error as illustrated 
in Figure 14.7.

To determine the design requirement on capacitor bank, the phase versus fre-
quency characteristic can be obtained based on (14.3) and is shown in Figure 14.8. 
As illustrated, larger K allows the desired phase to spread over larger frequency 
range. This will relax the capacitor bank design and is thus desirable. Figure 14.9 
shows the design choice on K and the needed smallest unit capacitance per degree 
phase resolution. To avoid false locking to wrong harmonics, locking range smaller 
than 100  MHz is desired. On the other hand, to achieve higher data rate (tens 
of MHz), locking time smaller than 10 ns is required. This limits the range of 
K to 0.55~0.72, which translate to smallest unit capacitance per degree phase of 
3~5 fF/°.

14.3.2 injection-lockeD Ring oscillatoR

For sub-1 GHz regime, RO is a good candidate that offers readily available multi-
phase and compact area. However, it generally suffers from poor phase noise and thus 
poorer EVM performance. Subharmonically injection-locked ring oscillator (ILRO) 
offers a compact and energy-efficient way of generating accurate output frequency 
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with multiphase output and good phase noise. As shown in Figure 14.10, the main 
reason of poor phase noise performance of RO is due to the jitter accumulation along 
the delay chain. By subharmonically injecting a clean reference signal, the delay 
jitter is cleaned up during every reference period and eliminate jitter accumulation. 
This leads to good output phase noise, which generally follows the phase noise of 
the clean input reference even when a noisy RO is employed. Nevertheless, there are 
a number of factors that will affect the resulting phase accuracy and thus the EVM 
performance, which needs to be carefully examined.

As shown in Figure 14.10, the output phase edge is only cleaned up at the begin-
ning of each reference period. For the remaining interval, the oscillator will oscillate 
at its own free-running frequency. Hence, a small phase error appears at the end 
of each oscillator output period. This is equivalent to having a phase modulation 
where the phase error is accumulating over the entire interval and get corrected 
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at the beginning of next reference period (Izad and Heng 2012). By modeling this 
systematic phase error as phase modulation using a sawtooth waveform, we obtain
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where f0 is the free-running frequency of the RO and Δf is the frequency deviation 
between the nth harmonic of injected reference and f0. Using (14.5), the desired tun-
able frequency resolution can be found for a given EVM. In fact, it is also found (Izad 
and Heng 2012) that the reference spur level at the output is directly related to the 
resulting frequency deviation as follows:
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Hence, the measurement of the resulting reference spur level can serve as an indica-
tor for the achieved frequency deviation, and thus the systematic phase error.

The other factor that affects the EVM performance is classified as random phase 
error, which is mainly caused by device noise and mismatch. Due to the injection-
locking mechanism, the RO output phase noise will follow the injected reference 
closely. Within the locking range, the output phase noise can be modeled as Linj+20 
log(N), where Linj is the phase noise of the injected reference. The total root-mean-
square (RMS) phase noise can be found by taking the root of the total integrated 
phase noise across the entire frequency band. To minimize its impact, low-noise-
injected reference and smaller N should be adopted in the design.

Due to mismatch between delay cells, the delay introduced by one stage can dif-
fer from another stage. For four-stage RO, each stage provides a mean phase step of 
π/4 (delay of T/8) with standard deviation of σθ. This mismatch manifests itself as a 
distortion of the constellation. In next section, we will look at ways to minimize this 
mismatch. The effect of these phase errors on constellation is shown in Figure 14.11.

14.4 BAND SHAPING AND SIDE-BAND SUPPRESSION

The QAM modulation can be described with the following equation:

 
s t A t t t A t t A t tI Q( ) ( )cos ( ) ( )cos( ) ( )sin( ).= +( ) = +ω ϕ ω ω  (14.7)

As illustrated in (14.7), the middle expression is the basis for polar architecture 
where fractional-N PLL is adopted to provide the carrier with arbitrary phase output, 
and the supply modulated power amplifier (PA) is adopted for amplitude modula-
tion. On the other hand, the right expression is the basis for mixer-based approach 
where the in-phase and quadrature-phase components (AI(t) and AQ(t)) are generated 
at baseband, upconverted through mixer, and summed through RF combiner and 
PA. To avoid the issues faced by these two architectures, we adopt direct quadrature 
modulation at PA, which can be considered as hybrid approach of the former two 
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architectures. First, the in-phase and quadrature-phase RF components (AI(t)cosωt 
and AQ(t)sinωt) are generated by driving PA with variable current strength from the 
oscillator multiphase output. The variable current strength is obtained by activat-
ing different number of transistors that get connected to a specific output phase. 
This eliminates the need of complex phase generation architecture and upconver-
sion mixers. The summing of two components is then performed at current domain, 
which can accommodate high-frequency operation. The idea is best illustrated in 
Figure 14.12. For example, to achieve the constellation point corresponding to (0011), 
we can combine φ0 with 3× amplitude and φ90 with 1× amplitude. The concept can 
be easily extended to enable band shaping by providing multiple amplitude levels 
for the four-phase  outputs. This will enable the fine phase and amplitude tuning 
required for band shaping as illustrated. From system simulation, it is determined 
that 5-bit amplitude control per phase is needed to achieve more than 38 dB side 
lobe suppression.

14.5 ENERGY-EFFICIENT TRANSMITTERS

In this section, we examine three energy-efficient architectures that have incorpo-
rated the proposed techniques mentioned earlier. The design insights associated with 
the circuit implementation will also be discussed.

14.5.1 QPsk anD o-QPsk tRansMitteR baseD on ilo

The energy-efficient quadrature phase-shift keying (QPSK)/offset quadrature phase-
shift keying (O-QPSK) transmitter based on ILO is shown in Figure 14.13. The pro-
posed architecture consists of only an ILO, a polarity swap circuit, a buffer, and a 
mapping circuitry, which transforms the input I and Q signals to the corresponding 
output phases. By eliminating the multiphase PLL and operating the VCO at the 
desired output frequency, the power consumption can thus be further reduced. As 
explained earlier, by controlling the free-running frequency of the LC tank to be 

1000 1100 0100 0000
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1010 1110 0110
Q
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0010

FIGURE 14.12 Constellation of 16-QAM.
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lower than the harmonic frequency of the injected signal (solid lines), the locked LC 
tank signal leads the harmonic of the injected signal by 45°. On the other hand, by 
making the free-running frequency higher than the harmonic of the injected signal 
(dotted lines), the locked LC tank signal lags behind the harmonic of the injected 
signal by 45°. Therefore, by changing the free-running frequency of the LC tank, we 
can create a phase difference of 90° in the output signal. The self-resonant frequency 
of the LC tank can be easily modified through capacitor bank switching. To generate 
all the four phases required for QPSK/O-QPSK modulation, additional polarity swap 
circuit is employed to introduce 180° phase shift to the output signal. By employing 
both the capacitor bank and the polarity swap circuit, we could thus realize +45°, 
−45°, −135°, and +135° phase shifts required for QPSK/O-QPSK modulation.

The detailed circuit is shown in Figure 14.14. The ILO consists of a symmetrical 
NMOS cross-coupled pair (NM2, NM3), an LC tank incorporating a center-tapped 
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FIGURE 14.13 Block diagram of proposed QPSK/O-QPSK transmitter.
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differential inductor (L1 + L2) and a capacitor bank, a differential pair transistor 
(NM4, NM5) for signal injection, and tail currents (Iinj and Iosc). Finj and Finjb are 
the differential-injected signals. The free-running LC VCO has a free-running fre-
quency (ω0) centered around the targeted carrier frequency (ωc). The designated har-
monic of the injected signal (ωinj) is chosen to be the same as ωc. The free-running 
frequency can be changed by switching the capacitor bank to generate the desired 
phase shift as explained earlier. In this design, Iinj and Iosc are chosen based on the 
desired K value mentioned earlier. The differential inductance is chosen to maxi-
mize its quality factor and parallel tank resistance (Rp) at around 915 MHz. Large 
Rp will reduce the tank current required for larger voltage swing and lead to lower 
power consumption. Based on momentum simulation, a differential inductor with a 
value of 20.8 nH and a Q factor of 5 is designed.

The schematic of capacitor bank is shown in Figure 14.15a. To cover full ±90° 
phase range with the chosen 10° phase resolution, a 6-bit binary capacitor bank is 
required. The resonant frequency can be tuned to ω01 and ω02 by setting the control 
words B_ω01[5:0] and B_ω02[5:0], respectively. To avoid loading the tank, the Q factor 
of each switch-capacitor unit within the capacitor bank is designed to be around 45. 
This ensures that the total tank Q is limited by inductor.

The switch-capacitor unit is shown in Figure 14.15b. It consists of MIM capaci-
tors C1/C2, shunt switches NM1/NM2, and a series switch NM3, all controlled by BN. 
NM1/NM2 will set the DC bias to ground when activated and can be kept small. The 
Q is mainly determined by series switch NM3. This configuration halves the series 
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resistance and allows smaller NM3 to be used. This leads to smaller parasitic capaci-
tance and larger Cmax to Cmin ratio. It has been shown in Diao et al. (2012) that getting 
absolute output phases of ±45° is not necessary in ensuring QPSK/O-QPSK with 
good EVM. This is because the resulting magnitude errors due to the phase devia-
tions from ±45° are usually less than 2% and do not impact the EVM significantly. 
Hence, free-running frequencies correspond to output phase of ~+60° and ~−30° can 
be chosen as long as they exhibit a phase difference close to 90°. This helps relax the 
capacitor array design as larger unit capacitance is allowed, which results in larger 
frequency step size in self-resonant frequency tuning.

Gray coding is adopted for the phase modulation. Phases of 45°, −45°, 135°, and 
−135° correspond to Data0 and Data1 of “00,” “10,” “01,” and “11,” respectively. It is 
observed that 180° phase shift occurs whenever Data1 changes as shown in Figure 
14.14. Therefore, the polarity swap circuitry is controlled by Data1. On the other 
hand, “00” and “11” will generate phase that corresponds to self-resonant frequency 
ω01, whereas “01” and “10” will generate phase that corresponds to self-resonant 
frequency ω02. Therefore, XOR gate can be employed to switch between ω01 and ω02 
as illustrated in Figure 14.15a. With this arrangement, QPSK modulation can be eas-
ily achieved. For O-QPSK modulation, Data1 is shifted by half symbol period with 
respect to Data0 before sending to the whole circuit.

An inverter-type output buffer is adopted in this design as shown in Figure 14.16. Its 
performance is limited by the QPSK modulation due to its nonconstant envelope nature. 
For O-QPSK with quasi constant-envelope nature, the linearity requirement is much 
relaxed. Therefore, nonlinear PA with high-power efficiency can be used (Liu et al. 
2009). Fortunately, the targeted output power is limited to −3 dBm and the employed 
inverter-type PA can meet the linearity requirement with careful design (Sansen 2009). 
As shown in Figure 14.16, the PA includes a trans-impedance stage and an inverter 
stage. R is around 50 kΩ, which settles the DC bias to around half of the supply voltage. 
From (Feigin 2003), the linearity requirement of the PA can be worked out as follows:
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where POIP3 is the desired output third-order intermodulation point in dBm, Pout is 
the transmitter output power in dBm, and relative sideband is the relative t first side 
lobe suppression in dB. With the targeted output power of −3 dBm and the first side 
lobe suppression of 12 dB (Ideal QPSK), the desired POIP3 is 4.5 dBm. This leads to 
output 1 dB compression point (Pout, 1 dB) requirement of −5.5 dBm.

In this design, the aspect ratios of PM2 and NM2 are chosen to be 25 μm/0.18 
μm and 10 μm/0.18 μm, respectively. The PA output is connected to a 50 Ω load via 
a 3.5 pF AC coupling capacitor. It achieves Pout, 1 dB of −4.2 dBm with 20% power 
efficiency and the output power saturates at 1.13 dBm.

The measured EVMs are 5.97%/3.96% for QPSK/O-QPSK at data rate of 50 
Mbps/25 Mbps, respectively, as shown in Figure 14.17. Consuming 5.88 mW under 
1.4 V supply, it can achieve energy efficiency of 118 pJ/bit while delivering output 
power of −3 dBm. Its performance is summarized in Table 14.1.
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For injection-locked LC oscillator, there is a trade-off between data rate and 
resulting spurs. To support higher data rate, larger locking range is needed to speed 
up the setting time. However, this results in larger spurious tones due to limited har-
monic suppression. Given the low-quality factor of on-chip inductor, the resulting 
spurious tones are in the range of −20~−30 dBc and exceed the transmitter spectral 
requirement of <−40 dBc (Kavousian et al. 2008).

In Izad and Heng (2012), it has been demonstrated that pulse shaping technique 
can be employed to suppress adjacent harmonics and result in spurious tones suppres-
sion of more than 22 dB. As the desired injected harmonic does not change, the result-
ing pulse shaping circuit is much simpler than Izad and Heng (2012b), and the idea 
is shown in Figure 14.18. The resulting spurious tones suppression with and without 
the proposed pulse shaping circuit is shown in Figure 14.19, as illustrated, more than 
18 dB suppression has been achieved and the transmitter requirement can thus be met.

TABLE 14.1
Performance Summary

Injection Signal 1 V at 101.67 MHz 1 V at 305 MHz

Process CMOS 0.18 μm

Center frequency 915 MHz

Supply voltage 1.4 V

Die area 0.4 × 0.7 mm (active core)

Modulation QPSK/O-QPSK

Maximum data rate 50 Mbps 100 Mbps

Power consumption (PDC) 5.88 mW 5.6 mW

(PA: 2.24 mW
ILO: 3.5 mW)

(PA: 2.24 mW
ILO: 3.22 mW)

Phase noise at 1 MHz −119.4 dBc/Hz −125 dBc/Hz

EVM 6.41% (QPSK) 5.97%(QPSK)/3.96%(O-QPSK)

Output power (Pout) −3.3 dBm −3 dBm

7th 9th 11th 13th

Harmonics

Time

In
je

ct
ed

 p
ul

se

A
m

pl
itu

de

FIGURE 14.18 Pulse shaping with adjacent tones suppression.
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14.5.2 QPsk anD 8 Psk tRansMitteR baseD on ilRo

Figure 14.20 shows the block diagram of the proposed architecture. Inherent multi-
phases of a four-stage differential RO are directly employed to provide the PSK mod-
ulation. Although RO suffers from poor phase noise and frequency instability, these 
problems are solved by subharmonic injection locking of the oscillator to the 15th 
harmonic of a 61 MHz fundamental mode crystal reference (Micro Crystal CC1F-
T1A). Due to the fact that injection-locked oscillator behaves like a first-order PLL, 
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the phase noise and frequency stability are improved significantly. This architecture 
reduces the complexity of the multiphase carrier generation block, which leads to 
significant area and power saving.

Multiple phases of the carrier generated by the RO will drive a digital PA. Here, 
we take the advantage of digitally controlled PA to perform the modulation. A digital 
8 PSK/O-QPSK modulator directly controls the PA to provide the modulated output to 
the antenna. Note that the proposed architecture is amenable to process and supply scal-
ing due to its digital nature and can be easily ported to the newer technological nodes.

To compensate for process, voltage, and temperature (PVT) variations, the free-
running frequency of the oscillator is calibrated offline. A digital loop determines 
the code word required for digitally controlled delay elements in the RO. The fre-
quency of the ring is digitally measured by counting the ring cycles for a fixed period 
of time. A successive-approximation search algorithm is then used to adjust the delay 
code. It is important to notice that this transmitter is intended to work in vivo and 
the temperature variations are small, which abates the need for frequent frequency 
calibration (Bohorquez et al. 2009, Bae et al. 2011). Thus, all the circuitries in this 
block can be turned off after calibration and the digital implementation enables 
digital storage of the control words with only leakage power. In this prototype, the 
calibration circuit is implemented off-chip using an FPGA for testing flexibility. The 
calibration engine can be easily ported on chip. After synthesis and place and route, 
the calibration engine only occupies negligible area of 35 × 45 µm.

As shown in Figure 14.21a, this prototype uses a four-stage current-starved pseu-
dodifferential RO. The random mismatch between delay cells influences the accu-
racy of the generated phases. We use mismatch filtering resistors similar to Chen 
et al. (2010) to improve the phase accuracy. Since each node is coupled to the adja-
cent nodes by the resistors to average out the transition edges, any random mismatch 
between delay cells is reduced. According to Monte Carlo simulations, this tech-
nique improves the standard deviation of the phase mismatch by 4.7 times without 
the use of larger transistor for better matching. This leads to better energy efficiency. 
Furthermore, although the reference pulse is injected only in the first stage of the 
RO, all other stages use the same cell to maintain matching. The pulse slimmer 
circuit shown in Figure 14.21b provides the injection pulses. A detailed implementa-
tion of each delay cell is shown in Figure 14.21c. The ratio between M7-M6 and M15-
M14 determines the injection ratio while M8 and M13 replicate M1 to M4. Moreover, 
M9-M12 are added as dummies to balance the loading in the differential path. The 
oscillator is digitally controlled by two current digital-to-analog converters (DACs). 
Each DAC consists of 10-bit binary weighted array to cover the desired operation 
frequency range across the process corners. The frequency resolution is determined 
based on (14.5).

Figure 14.22 illustrates the digital PA with phase modulator circuit topology. It 
consists of eight unit amplifiers each comprising two transistors in series. The bot-
tom transistors are driven by eight different phases of the RF carrier, tapped from the 
RO. The cascode transistors act as switches controlled by the digital baseband modu-
lator. They select proper phases for each symbol. Note that each branch only ampli-
fies a constant envelop (and constant phase) carrier while the (phase) modulation is 
performed by switching between different branches. This allows for higher data rate 
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modulation with much lower complexity compared to conventional PLL-based phase 
modulation and digital PA approach (Mehta et al. 2010). The combined output of all 
the amplifiers is connected to an off-chip matching network for impedance trans-
formation to drive antenna. One can either use all the unit amplifiers driven by an 
8 PSK modulator (Figure 14.23) or only enable four of the unit amplifiers driven by 
a QPSK/O-QPSK modulator (Figure 14.23) to obtain different modulation scheme.

The 8 PSK/O-QPSK transmitter is fabricated in 65 nm digital CMOS with an 
active area of 0.038 mm2. The RO can be tuned to oscillate from 758 to 950 MHz 
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under 0.8 V supply. For the targeted output frequency of 915 MHz, the measured 
locking range of the oscillator extends from 902 to 927 MHz. Figure 14.24 shows the 
measured convergence of the successive approximation algorithm, which requires 
only 10 cycles to converge.

Measured phase noise of the RO in locked and unlocked condition is shown in 
Figure 14.25a. As illustrated, injection locking significantly improves the phase 
noise from 1 kHz to 1 MHz offset. Total measured integrated RMS jitter for the 
locked RO is 4.6 ps (1.52°) while the worst-case reference spurs are less than 
−47 dBc (Figure 14.25b). The measured settling time of the RO is shorter than 
80  ns, which allows aggressive duty-cycled operation. Figure 14.25c shows the 
output spectrum for 8 PSK mode at 55 Mbps. As illustrated, this prototype meets 
the FCC spectral mask and thus the interference to other wireless standard would 
not be a concern.

Figure 14.26 shows the measured constellation for 8 PSK and O-QPSK mode. 
A similar measurement has been carried out on 10 chips to investigate the effect 
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of mismatch. The worst-case measured EVMs at data rate of 55 Mbps are 3.8% and 
4.46%, respectively. A typical 8 PSK/O-QPSK receiver requires EVM of less than 
15/23% to achieve bit error rate (BER) better than 10−4. The measured EVM in our 
transmitter meets this requirement with a good margin.

The RO consumes 538 µW and the PA dissipates 286 µW while delivering 
−15 dBm output power. The delivered power has included loss of PCB and matching 
network. The total power consumption (including crystal oscillator) in any mode of 
operation is less than 938 µW.

Table 14.2 summarizes the performance of the prototype and compares it with 
the state-of-the-art designs. This work achieves the energy efficiency of 17 pJ/bit, 
which is 8× smaller than that of the state of the art. It also has the lowest area with-
out requiring any off-chip inductors (other than matching network). This prototype 
is the first transmitter that provides spectral efficient 8 PSK modulation with power 
consumption in sub-mW range, confirming the feasibility of achieving higher data 
rates with low-power consumption.
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FIGURE 14.26 Measured constellation at (a) 8 PSK and (b) O-QPSK at 55 Mbps.
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14.5.3  QPsk anD 16-QaM tRansMitteR baseD 
on ilRo with banD shaPing

The proposed transmitter (TX) architecture is shown in Figure 14.27. ILRO forms 
the core of TX, which provides four-phase output (φ0, φ90, φ180, φ270) with good phase 
noise. Direct quadrature modulation at PA is proposed here to provide both phase 
and amplitude modulations.

To achieve the desired modulation and band shaping, the incoming serial data 
is first converted into parallel I/Q data depending on desired modulation (2  bits/
symbol for QPSK and 4 bits/symbol for 16-QAM). If band shaping is activated, the 

TABLE 14.2
tx Performance Summary and Comparison

Daly
JSSC

Dec07

Vidojkovic 
ISSCC
Feb 11

Liu 
CICC

Sep 08

Bae
JSSC

Apr 11
This

Work

Frequency (MHz) 900 2400 400 920 915

Modulation OOK OOK O-QPSK FSK 8 PSK or

O-QPSK

Data rate (Mbps) 1 10 15 5 55

Output power (dBm) −11.4 0 −15 −10 −15

Power diss. (mW) 3.8 2.53 3.48 0.7 0.938

Active area (mm2) 0.27 0.882 0.7 1.65a 0.038

Energy/bit (nJ/Bit) 3.8 0.253 0.23 0.14 0.017

Supply voltage (V) 0.8–1.4 1 1.2 0.7 0.8

Technology 0.18 μm 90 nm 0.18 μm 0.18 μm 65 nm

a Chip area. It uses four off-chip inductors.
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I/Q data will then be upsampled by four times before passing through root raised 
cosine (RRC) filter (α = 0.4). Finite impulse response (FIR) filters instead of read 
only memory (ROM) are adopted here for RRC filter implementation to provide flex-
ibility in filter coefficient tuning. Following that, it is further upsampled by two times 
before going through an interpolation filter. The upsampling will push the unwanted 
image further away from the targeted output and can thus be suppressed easily by 
matching network and antenna. If band shaping is deactivated, the I/Q data will be 
sent to decoder right away, bypassing the intermediate upsampler and RRC filter to 
save energy.

In this implementation, injected reference of 100 MHz is chosen and the ILRO 
will lock to the ninth harmonic of the injected reference. Similar to earlier work, a 
frequency calibration algorithm has been incorporated on-chip to fine-tune the RO 
free-running frequency to match the ninth harmonics of injected reference. Unlike 
Izad and Heng (2012a), which use off-chip reference source, the fundamental mode 
100 MHz crystal oscillator is also built on-chip to better evaluate the phase noise and 
energy efficiency performance of the TX.

Identical four-stage pseudodifferential RO shown in Figure 14.21 with mismatch 
filtering technique is employed. This helps improve the energy efficiency of the RO. 
The digital PA with embedded phase multiplexer and amplitude control is shown 
in Figure 14.28. It consists of four amplifier cores driven by four output phases (φ0, 
φ90, φ180, φ270) from ILRO. The bottom transistors are connected to respective ILRO 
output phases, whereas the top transistors are used to activate the corresponding 
phase. To achieve 5-bit amplitude control for each output phase, the transistors 
within each amplifier core are further segmented into an array of 31 transistor pairs. 
Direct quadrature modulation is achieved through current summing from two acti-
vated phase branches with different current amplitude. The combined output current 
is then sent to an off-chip impedance matching network before driving the 50 Ω 
antenna. The 20-bit control (5-bit/phase × 4 phases) for the PA is provided from 
amplitude decoder.

Matching network: off-chip

S270 <0:4>

S0 <4>S0 <3>S0 <2>S0 <1>

1 2 4 168

S0 <0>

S180 <0:4>S90 <0:4>S0 <0:4>

φ0

φ0

φ90 φ180 φ270

FIGURE 14.28 Digital PA with direct phase and amplitude modulation.
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Fabricated in 65 nm CMOS, the TX occupies an active area of 0.08 mm2. The only 
off-chip components needed are matching network and 100 MHz crystal. The mea-
sured tuning range of RO covers from 0.81 to 1 GHz. The measured locking range of 
the ILRO is from 885 to 925 MHz.

Figure 14.29 shows the measured phase noise under injection locking. By setting 
the crystal oscillator power consumption to 115 μW, the ILRO achieves a total inte-
grated RMS jitter of 1.54°. If the crystal oscillator power consumption is allowed 
to increase to 380 μW, 7 dB improvement in phase noise is noted. The ILRO also 
shows a fast startup time of less than 88 ns in Figure 14.30, which is critical for 

FIGURE 14.29 Measured phase noise under injection locking.

FIGURE 14.30 Measured settling time.
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burst-mode operation. With frequency calibration, the reference spur of the ILRO 
can be lowered to −56 dBc as shown in Figure 14.31.

The measured constellation for QPSK/16-QAM with and without BS is shown in 
Figure 14.32. EVMs better than 6% are observed for QPSK at 50 Mbps and 16-QAM 
at 100 Mbps. Figure 14.33 plots the EVM performance at different data rate under 

FIGURE 14.31 Measured spurious tones performance of ILRO.
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different modulation. Only 1% EVM variation is observed for the collected data over 
10 chips, showing the robustness of the proposed TX.

Figure 14.34 presents the output spectrum with fixed data rate of 50 Mbps. As 
illustrated, 38 dB side lobe suppression is achieved with BS, which is 25 dB more 
compared to TX without BS. In addition, 16-QAM mode is also twice more spectral 
efficient than QPSK.

Under 0.77 V supply, the TX consumes 2.6 and 1.3 mW, respectively, with and 
without BS while transmitting at 25 MSps with −15 dBm output power. The digital 
portion that provides band shaping consumes 50% of the total power. This power can 
be further reduced by adopting ROM-based RRC filter.

The TX performance is compared with other similar multi-PSK and 16-QAM TX 
in Table 14.3. We achieve the highest data rate of 100 Mbps and energy efficiency of 
13 pJ/bit (without band shaping) compared with others. Due to the simplicity of our 
TX architecture, the energy efficiency only worsens to 26 pJ/bit with band shaping.

14.5.4 coMPaRison

As a comparison, we have plotted all low-power transmitters with and without 
band shaping in Figure 14.35. The x-axis indicates the achievable data rate while 
the y-axis indicates the power consumption of the corresponding transmitter. The 
dashed diagonal lines imply a constant energy efficiency boundaries. Transmitter 
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with better energy efficiency will be approaching the bottom-right corner. The 
energy efficiency of the three fabricated transmitters discussed earlier has been 
plotted. As illustrated, the three designs reported the lowest energy efficiency for 
both transmitter with and without band shaping, clearly showing the advantage of 
the proposed techniques.

TABLE 14.3
Psk/QaM tx Performance Summary and Comparison

References
Liu

ASSCC’11
Diao

ASSCC’10
Izad

CICC’12
Zhang

RFIC’12 This Work

Frequency (MHz) 2400 900 915 350–578 900

Modulation HS-OQPSK O-QPSK/ O-QPSK/ 16-QAMa QPSK/

QPSK 8 PSK 16-QAM

Data rate (Mbps) 2 50 55 7.5 50/100

Output power (dBm) −3 −3.3/−15 −15 0.23 −15

Power (mW) 15 5.88/3 0.938 4.9 1.3 (w/o BS)

2.6 (w/BS)

Area (mm2) 0.35 0.28 0.038 0.7 0.08

Band shaping Yes, >29 dB No No No Yes, >38 dB

Energy/bit (nJ/bit) 7.5 0.12/0.06 0.017 0.65 0.026/0.013 (w/o BS)

0.052/0.026 (w/BS)

Supply (V) 1.5 1.4 0.8 1.5 0.77

Technology 0.18 μm 0.18 μm 65 nm 0.18 μm 65 nm

a Circular constellation-based 16-QAM.

FIGURE 14.34 Comparison of output spectrum with/without band shaping for QPSK and 
16-QAM at 50 Mbps.
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14.6 CONCLUSION

In this chapter, we have reviewed the need of energy efficient high data rate trans-
mitter. We have also discussed the trend of moving toward complex modulation to 
maximize spectral efficiency. Through the proposed techniques, such as ILO, ILRO, 
and ILRO with direct quadrature modulation, energy-efficient PSK and QAM trans-
mitter can be achieved, which report one order improvement on energy efficiency, 
reaching 13 pJ/bit.
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15 Design and 
Implementation 
of Ultralow-Power 
ZigBee/WPAN Receiver

Zhicheng Lin, Pui-In Mak, and Rui P. Martins

15.1 INTRODUCTION

In recent years, the proliferation of short-range wireless applications for Internet of 
Things and personal healthcare calls for ultralow-power and ultralow-cost CMOS 
radios [1]. Ultralow-voltage (ULV) designs have been one of the key directions to 
approach a better power efficiency [2–5]. Regrettably, an ULV supply will limit 
the voltage swing, and device’s fT and overdrives, deteriorating the spurious-free 
dynamic range (SFDR) while necessitating area-hungry inductors (or transform-
ers) to assist the bias and tune out the parasitic capacitances. This chapter describes 
the design and implementation of a compact, low-power, and high-SFDR receiver 
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suitable for ZigBee or wireless personal area network (WPAN) applications. The 
research background is outlined as follows.

Four potential ultralow-power receiver architectures are shown in Figure 15.1. 
The first (Figure 15.1a) employs a single low-noise transconductance amplifier 
(single LNTA) followed by two passive I/Q mixers and transimpedance amplifiers 
(TIAs). If a 50% duty-cycle local oscillator (50% LO) is applied, this topology can 
suffer from image current circulation between the I and Q paths, inducing I/Q cross-
talk, unequal high-side and low-side gains, IIP2 and IIP3 [6]. Lowering the LO duty 
cycle to 25% (Figure 15.1b) can alleviate such issues [7] at the expense of extra sine-
to-square LO buffers and logic operation. Another alternative is to add two signal 
buffers before the mixers (Figure 15.1c), but they must be linear enough (i.e., more 
power) to withstand the voltage gain of the low-noise amplifier (LNA) [8,9]. The 
basis of our proposed solution (Figure 15.1d) is to split the LNTA into two, such that 
a single-ended RF input is maintained, while allowing isolated passive mixing that 
facilitates the use of a 50% LO for power savings.

This chapter is organized as follows: Section 15.2 overviews the operating prin-
ciple of the proposed “split-LNTA + 50% LO” receiver. An analytical comparison of 
it with the existing “single-LNTA + 25% LO” architecture is given in Section 15.3. In 
Section 15.4, a number of techniques are proposed, including (1) a low-power voltage-
mode TIA to enhance the out-channel linearity both at RF and baseband (BB); (2) a 
mixed-supply (VDD) design approach [10] to alleviate the design trade-offs in RF 
LNTA (power, gain, and noise) and BB TIA (power, linearity, and signal swing); 
and (3) a low-power LO generation scheme that consists of a LC voltage-controlled 
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(proposed).
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oscillator (VCO) and an input impedance–boosted type II RC-CR network. They 
optimize the VCO’s output swing with the LC tank’s quality factor, while offering 
adequate I/Q accuracy at low power. The measurement results are reported in Section 
15.5, and the conclusions and future developments are presented in Section 15.6.

15.2 PROPOSED “SPLIT-LNTA + 50% LO” RECEIVER

The split-LNTA (Figure 15.2) is based on two self-biased inverter-based amplifiers 
(M1, M2, and RF), which have no inner parasitic pole. They also can take the speed 
advantage of fine linewidth CMOS to lower the device overdrive voltages, featur-
ing a high gm-to-Id efficiency at low VDD (VDD06 = 0.6 V). Its single-ended RF input 
avoids the RF balun and its associated insertion loss. In front of the split-LNTA, a 
proper codesign between the RF input capacitance (Cin) and bond wire (Lbw) facili-
tates the input impedance matching, while offering a passive pregain (Av) decisively 
important to the NF and power efficiency. The two LNTAs convert the RF signal 
(vin) into two equal currents iout, I and iout, Q for the I and Q channels, respectively. To 
avoid the parasitic and area impact from AC coupling, iout, I and iout, Q are directly 
dc-coupled to the passive mixers (M3 and M4). As long as the dc passing through 
M3 and M4 is kept small, the 1/f noise induced by the mixers can be minimized [11]. 
This aim can be achieved by matching the output common-mode level of the LNTA 
to that of the BB TIA.

The 50% four-phase LO (LOIp, n and LOQp, n) is generated by a 2.4 GHz LC VCO 
followed by a new type II RC-CR network, which features a capacitor divider at the 
input to boost the input impedance. When driving the LO to the mixers (M3 and M4), 
a proper dc level (VLO, b) can optimize the switching time. The downconverted 
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FIGURE 15.2 Schematic of the proposed receiver exploiting passive pregain, split-LNTA, 
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low-IF (2 MHz) signal is further amplified by a common-gate TIA (M5–8 and RL), 
which uses a 1.2 V (VDD12) supply to accommodate more signal swing and enhance 
linearity. Here, we assume a complex low-IF filter will follow the BB TIA, render-
ing the 1/f noise and IIP2 not significant and will not be further addressed. Due to 
the bidirectional transparency of passive mixers [7,8], the BB capacitors (C1 and CM) 
can enhance the selectivity at both RF (the output of the LNTA) and BB, improving 
the out-band linearity. The grounded CM also helps suppress the common-mode RF 
feedthrough, which is limited by the bond wire inductance that appears in series 
with CM under common-mode operation.

15.3  COMPARISON OF “SPLIT-LNTA + 50% LO” AND 
“SINGLE-LNTA + 25% LO” ARCHITECTURES

This section presents an analytical comparison of the two architectures: “split-
LNTA + 50% LO” and “single-LNTA + 25% LO.” For brevity, “50% LO” and “25% 
LO” are exploited to represent them, respectively. Figure 15.3a and 15.3b shows their 
simplified equivalent circuits. For a fair comparison, the two LNTAs in Figure 15.3a 
are modeled as gm (transconductance) and 2Rout (output resistance), whereas the sin-
gle LNTA in Figure 15.3b is modeled as 2 gm and Rout. These models are developed 
under the same approach described in [12–14], where the harmonic upconversion 
in passive mixers is modeled as Rsh. The impedances looking into the 50% LO and 
25% LO mixers are denoted as ZMIX1 and ZMIX2, respectively. Each mixer features an 
on-resistance of Rsw. RTIA is the input resistance of the TIA. The single-ended dif-
ferential mode capacitance is denoted as Cd (= CM + 2C1).

15.3.1 gain

For Figure 15.3a, we summarize in (15.1 through 15.5) the derived expressions of 
both ZMIX1 and the voltage gain (AVx1) at Vx1 at the LO + IF frequency (ωLO + ωIF), 
the BB output current (IBB1) with respect to vin, the voltage gain (AVy1) at Vy1p, n, and 
finally the voltage gain (AVout1) at Vout1p, n:
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A DC A A G R at Vy Vy p Vy n m TIA1 1 1 1= − ≈  (15.4)

 
A DC A A G R at Vout Vout p Vout n m L1 1 1 1= − ≈  (15.5)

Similarly, for Figure 15.3b, we have (15.6 through 15.10) the derived expressions of 
both ZMIX2 and the voltage gain (AVx2) at Vx2 at the LO + IF frequency (ωLO + ωIF), 
the BB output current (IBB2) with respect to vin, the voltage gain (AVy2) at Vy2p, n, and 
finally the voltage gain (AVout2) at Vout2p, n:
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Note that the output capacitance of the LNTA was neglected. In fact, the output 
capacitance of LNTA will induce Cout and 2Cout for the gm and 2gm LNTA stages, 
respectively. This will render the output impedance ratio at Vx1 and Vx2 slightly larger 
than 2. Besides, the parasitic capacitor will affect Rsh too. The proposed separated 
gm stage imposes a smaller Cout and thus lowers the degradation of gain and NF than 
those predicted by Equations 15.11 and 15.12. With proper sizing, one can achieve 
Rsw ≪ Rout and Rsw ≪ RTIA and RL such that the gain difference between 25% LO and 
50% LO at different RF and BB nodes can be estimated as
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From (15.11), the 25% LO should have a higher gain at both RF and BB nodes than 
the 50% LO. However, as analyzed in Section 15.3.3, a higher gain at RF will penal-
ize the IIP3, while a higher BB gain can be achieved easily by using a larger RL. For 
the impact of these gain differences to NF, we analyze them next.

15.3.2 nf

The NF is analyzed according to the equivalent LTI noise model [12–14]. 
As shown in Figure 15.4a and 15.4b, the four noise sources are the thermal 
noises from R V kTRs n,Rs s( ),2 4=  LNTA I kT g or I kT gn g m n g mm m, ,

2
1 2

2
14 4 2= =( )γ γ , 

R V kTRsw n,sw
2

sw=( )4 , and the noise from TIA that is V kT g kT Rn TIA m TIA TIA, /2
2 24 4≈ ≈γ γ_ , 

given that the output impedance of the mixer is sufficiently large. Here, gm_TIA is 
the transconductance of the bias transistor for the TIA, while the noise from the 
CG device is degenerated. An accurate model of the TIA noise can be found 
elsewhere [11]. The noise of RF is ignorable and the noise coupling between the I 
and Q paths under a 50% LO is minor (confirmed by simulations), easing the NF 
calculation of each path separately. The noise factor (F) can be found by dividing 
the total output noise by the portion contributed by Rs
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where  β = 2/π2 is the downconversion scaling factor and a is the harmonic folding 
factor:
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In (15.12), the second term is from the LNTA, the third term is from the mixer, and 
the fourth term is from the TIA. The rest of the terms are the noise folding from the 
odd harmonics of the LO for LNTA, Rs, and RSW, respectively. The NF calculated 
from (15.12) for 50% LO is single sideband (SSB). For a double sideband (DSB) NF, 
it is 3 dB less. Since the harmonic’s power of 50% LO is larger than that of 25% LO, 
the folding terms of 50% LO are also higher. From (15.12), one can plot the DSB NF 
of 50% LO and 25% LO in Figure 15.5 as a function of AV, where ΔNF = NF50% − 
NF25% Rsw = 50 Ω, γ1 = γ2 = 1, gm = 9 mS, Rout = 200 Ω, and RTIA = 2.5 kΩ. It can be 
seen that ΔNF is reduced to 0.91 dB (0.51 dB) when AV is just 2 V/V (3 V/V), which 
is easily achievable in practice. In fact, a moderated AV can even eliminate the need 
of the LNTA (or LNA) [3]. However, when considering also the input matching and 
LO-to-RF isolation, both pregain and LNTA should be employed concurrently. The 
simulated LO-to-RF isolation is <−100 dBm. Due to the passive pregain, the IIP3 
of the receiver is more demanding than the NF, promoting the use of a 50% LO. 
Together with its power advantage (i.e., lower VCO frequency and no divider), our 
proposed topology (i.e., pregain + split-LNTA + 50% LO) should ease the trade-off 
between NF, IIP3, area, and power.

15.3.3 iiP3

The third-order intermodulation (IM3) distortion is analyzed to assess the linearity. 
The aim is to find the in-band IIP3 of the receiver under 50% LO and 25% LO in 
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response to two-tone excitation. Assuming that the nonlinearity of the receiver is 
dominated by the LNTA, its nonlinearity contributions are considered as

 1. Third-order LNTA nonlinearity due to input excitation vin [α2 (I/V3)]
 2. Third-order LNTA nonlinearity due to output excitation vx [α3 (I/V3)]

Thus, ids in in x= + +α α α1 2
3

3
3v v v .  If the coefficients α1, α2, and α3 are assumed to be 

proportional to the device W/L,
For 50% LO, α1 = gm, α2 = gm3, α3 = g03

For 25% LO, α1 = 2gm, α2 = 2gm3, α3 = 2g03

where gm3 and g03 are the third-order nonlinear transconductance and conductance, 
respectively. With a two-tone excitation of amplitude A and the first-order voltage 
gain and current gain given in (15.1 through 15.11), the IM3 output voltage for each 
of the nonlinear coefficients listed earlier can be written as
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Following the same procedure, the IIP3 for 25% LO can be derived as
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Since AVx2 > AVx1, we can find that, from (15.13) to (15.14), the LNTA’s third-order 
nonlinearity term is larger for a 25% LO. Thus, the IIP3 of 50% LO should be bet-
ter than that of 25% LO, benefiting the SFDR since both architectures will feature a 
similar NF after adding the pregain.

15.3.4 cuRRent- anD voltage-MoDe oPeRations

Both 25% LO and 50% LO architectures can be intensively designed for current-mode 
or voltage-mode operation. For a high-performance design like [7,8,12], RTIA ≪ Rout 
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and Rsw ≪ Rout are preferred to keep the signals in the deep current mode. As such, 
(15.3) and (15.8) can be simplified as Gm1 = 2gm/π and G g /m m2 2 2= π, respec-
tively. Both of them are higher when compared with themselves in the voltage-mode 
operation. In terms of IIP3 and NF, the current mode is also preferable since AVx1 ≈ 
gm(Rsw + 2/π2RTIA) and AVx2 ≈ 2gm(Rsw + 2/π2RTIA) will be lower, and the noise due to 
the folding term and TIA will be also smaller as noted in (15.12).

Nevertheless, the current-mode operation also brings up two sizing constraints 
being less attractive for low-power design: (1) a low Rsw entails a large device 
W/L and a higher overdrive voltage for the mixers, both calling for a larger-
power budget in the LO path and (2) a low RTIA implies that the TIA has to draw 
a large bias current. For example, if a low RTIA of 50 Ω is required from the 1.2-V 
TIA (a common-gate amplifier), its bias current is as high as Ibias = 2 mA for a 
typical overdrive voltage of 200 mV. Thus, for ultralow-power applications like 
ZigBee/WPAN that has relaxed NF and linearity requirements, higher Rsw and 
RTIA are preferable to operate the receiver more on the voltage mode. A summary 
of performance differences in current- and voltage-mode operations is given 
in Table 15.1.

15.4 CIRCUIT TECHNIQUES

15.4.1 iMPeDance uPconveRsion Matching

From Section 15.3, we expect a passive pregain Av of 2–3 V/V. As shown in 
Figure 15.6a, Av can be derived under Rin = Rs,
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Thus, an upconversion matching network is entailed to ensure Av > 1. A convenient 
way to achieve it is to use Lbw to resonant with Cin. The schematic is shown in Figure 
15.6b. The parallel connection of Cin and Rout can be transformed into a series con-
nection of Cser and Rser, as shown in Figure 15.6c. At LbwCser resonance, and with 
Rser = Rs and i = Vs/2Rser, we have
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TABLE 15.1
Proposed Receiver under Current- and Voltage-Mode Operations

Mode Gain NF In-Band IIP3 Power Suitable for 

Current mode (small Rsw and RTIA) High performance

Voltage mode (large Rsw and RTIA) Ultra low power
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Interestingly, such a voltage boosting factor 1 42+Qc /  is larger than the conventional 
inductively degenerated LNA, which is only Qc/2. In fact, when the capacitance of 
the PCB trace is accounted, the Q of the matching network will be higher, easing the 
impedance matching.

15.4.2 MixeR–tia inteRface biaseD foR iMPeDance tRansfeR filteRing

For the employed single-balanced passive mixers, the RF-to-IF feedthrough has to 
be addressed. Based on Figure 15.7, we can calculate the currents iM7 and iM8 with 
respect to the RF current iRF as given by
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FIGURE 15.6 Input impedance matching: (a) Av converts Rout to Rin to match with Rs, 
(b) Lbw Cin as an impedance conversion network, and its (c) narrowband equivalent circuit.
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They imply that the currents can be decomposed into the differential mode (Figure 
15.7a) with amplitude of 2iRF/π at BB and into the common mode (Figure 15.7b) 
with amplitude of 0.5iRF at RF. To suppress the latter, CM was added to create a 
low-pass pole (CM//RTIA). For the differential IF signal, the pole is located at (CM + 
2C1)//RTIA, which suppresses the out-of-channel interferers before they enter the 
TIA. As such, the TIA can be biased under a very small bias current. The resultant 
high input impedance of the TIA indeed benefits both BB and RF filtering because 
of the bidirectional impedance-translation property of the passive mixers [7,8]. 
Figure 15.8 shows the simulated out-band IIP3, which is subject to the allowed 
total capacitance of CM + 2C1. For instance, when CM + 2C1 is increased from 16 
to 42 pF, the out-band IIP3 raises from +2.5 to +4.7 dBm at the expense of the die 
area. For the on-resistance of the mixer switches (Rsw), it involves a trade-off of 
the LO path’s power to the out-band IIP3 and NF. As shown in Figure 15.9, if Rsw 
is increased from 50 to 150 Ω for power savings, the NF and out-band IIP3 will be 
penalized by ~1 dB.
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15.4.3 Rc-cR netwoRk anD vco coDesign

The LC VCO (Figure 15.10a) employs a complementary NMOS-PMOS (M1–4) nega-
tive transconductor. For power savings, M1 and M2 are based on ac-coupled gate bias 
(Vvco, b) to lower the supply to 0.6 V. Here, we implement a capacitive divider (CM1 
and CM2) to boost the input impedance of its subsequent two-stage RC-CR network 
(Figure 15.10b). The optimization details are presented next.

RC-CR network is excellent for low-power and narrowband I/Q generation. With 
a type II architecture, both phase balancing and insertion loss can be better opti-
mized than its type I counterpart [15]. For instance, the simulated insertion loss 
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of a two-stage type II RC-CR network is roughly 2 dB as shown in Figure 15.11, 
which will be raised to 4–5 dB if a type I topology is applied (not shown). For low-
power LO buffering, the amplitude balancing is critical because its imbalance will 
lead to inconsistent zero-crossing points, resulting in AM to duty-cycle distortion. 
Figures 15.12 (VRC1–4) and 15.13 (LOIp, n and LOQp, n) are the simulated transient 
waveforms, showing the consistent duty cycle and zero-crossing points achieved in 
the proposed design.

For an RC-CR network operated at 2.4 GHz, if we select RN1 = 1 kΩ, CN1 is just 
66 fF, which benefits the area, VCO tuning range, and phase noise, but the I/Q accu-
racy over Process-Voltage-Temperature (PVT) variations should be considered [16]:

 

σ σ σImage out
Desired out R C

R C( )
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⎛

⎝
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⎞

⎠
⎟ +

⎛

⎝
⎜

⎞

⎠
⎟0 25

2 2

.  (15.17)

Since ZigBee/WPAN applications call for a low image rejection ratio (IRR) 
of 20–30 dB [17], according to (15.17), the matching of the resistors (σR) and 
capacitors (σC) can be relaxed to 2.93% for a 30 dB IRR (3σ). The sizes of CN1,2 
and RN1,2 are summarized in Figure 15.10. The poles from CN1,2 and RN1,2 are 
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distributed around 2.4 GHz to cover the PVT variations. The impact of RN1 to the 
VCO can be analyzed as follows:

When the VCO’s inductor is 4 nH with a Q of 20 (RP ≈ 1.2 kΩ), we have Rtank ≈ 
0.5RP//0.5RN1. Thus, directly connecting the RC-CR network to the VCO will limit 
the LC tank’s Qtank degrading the phase noise [18,19]. To alleviate this, we boost up 
the equivalent input resistance of the RC-CR network (Req) by adding a capacitive 
divider (CM1 and CM2). For the total tank capacitance Ctank, it can be approximated as

 
C C

C C C
C C Ctank Var

M N M

M M N
≈ +

+( )
+ +

2
2

2
2 1 1

1 2 1
 (15.18)

By defining an input impedance boosting factor n,

 
n C

C C C
M

M M N
=

+ +
1

1 2 12
 (15.19)

we have

 
V nVP VCOp1 ⊕  (15.20)

It means that the signal swing (VP1) delivered to the RC-CR network are in trade-
off with n. Handily, in our VCO, sweeping Vvco, b can track the phase noise with the 
 output swing (Figure 15.14). Given a bias current and a phase noise target, Rtank can 
be set from VVCOp ≈ 2IbiasRtank, and n can be set from (15.21) with a specific Rp and Req,

 
R †R

n
R

tank
eq P⊕ 

2
 (15.21)

In this work, n = 0.6 is selected to balance the output swing with Ctank and the total 
tank resistance (Rtank).
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15.5 EXPERIMENTAL RESULTS

The receiver (Figure 15.15) fabricated in 65 nm CMOS occupies an active area of 
0.14 mm2 and is encapsulated in a 44-pin CQFP package for PCB-based measure-
ments. The estimated bond wire inductance is ~7 nH for the provided package (13.5 × 
13.5 mm2). Figure 15.16 shows that the measured S11 is −8 dB within 2.24–2.46 GHz 
(for a different package, external inductor or capacitor can be added to optimize S11). 
The simulation results with and without considering the PCB trace capacitances are 
also given. The measured voltage gain is 32.8–28.2 dB, and the DSB NF is between 
8.6 and 9 dB for an IF spanning from 1 to 3 MHz, as shown in Figure 15.17. We also 
measured the gain and NF from 2.2 to 2.6 GHz (Figure 15.18).

For a narrowband receiver, the linearity is mainly justified by the out-channel 
linearity tests. According to the case given in [17,20], two tones are applied at 
(fLO + 10 MHz, fLO + 22 MHz) with a power level sweeping from −24 to −32 dBm. 
Because of the RF and BB filtering associated with the bidirectional property of 
passive mixers, the out-band IIP3 (Figure 15.19) achieves −7 dBm and the P1dB 
is −26 dBm.
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For the VCO, it measures 21% tuning range from 2.623 to 2.113 GHz, as shown in 
Figure 15.20. At 3.5 MHz offset, the phase noise (Figure 15.21) is −112.46 dBc/Hz, 
fulfilling the specification (−102 dBc/Hz [17,20]) with an adequate margin. From 
frequency 100 kHz to 1 MHz, the result fits the 1/f3slope, and from 1 to 10 MHz, it 
starts to be saturated, primarily limited by the small output amplitude (−28.31 dBm) 
of the test buffer.
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Based on transient measurements, the I/Q BB differential outputs (Figure 15.22) 
have ~0.08 dB gain mismatch and 2° phase match, corresponding to an IRR of ~25 dB.

The performance summary and benchmark are given in Table 15.2 [5,17,21–27]. 
This work [28] succeeds in achieving the highest power and area efficiencies via 
proposing a mixed-VDD topology co-optimized with a number of circuit techniques. 
Only one on-chip inductor is entailed in the VCO. The achieved NF and out-band 
IIP3 correspond to a competitive SFDR of 59.4 dB according to [17,19]:

 
SFDR P dBm NF logB SNRIIP

min†=
+ − −

−
2 174 10

3
3( )

 (15.22)

where SNRmin = 4 dB is the minimum signal-to-noise ratio required by the applica-
tion and B = 2 MHz is the channel bandwidth. As presented in Figures 15.8 and 
15.9, the SFDR can be further optimized by allowing more budgets in area (bigger 
CM + 2C1) and/or power (smaller on-resistance of the mixer switches), being a design-
friendly architecture easily adaptable to different specifications.

15.6 CONCLUSIONS AND FUTURE DEVELOPMENTS

The design and implementation of a mixed-VDD 2.4-GHz ZigBee/WPAN receiver 
have been described. It features passive pregain, split-LNTA, high-input-impedance 
BB TIA, and low-power 50% LO generation. They together lead to improved power 

200 ns 20 mV/div

FIGURE 15.22 Measured I/Q BB transient outputs.
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and area efficiencies, as well as a high SFDR while eliminating the need of an RF 
balun. These beneficial features render this work a superior receiver candidate for 
cost and power reduction of ZigBee/WPAN radios in nanoscale CMOS.

New energy-harvesting techniques, such as solar cells, are opening up huge appli-
cations for the ZigBee/WPAN radios that must be ultra low power (1–2.5 mW) at 
very low voltage (50–900 mV) [29]. To address this, a low-cost multi-ISM band 
(433/860/915/960 MHz) ZigBee receiver [30] has been demonstrated recently, with 
state-of-the-art power (1.15 mW) and area (0.2 mm2) efficiencies. Unlike the designs in 
[25,28,31] that entail dual supply voltages, [30] entails only a single 0.5 V supply easing 
the power management, and being more suitable for energy-harvesting applications.
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16 All-Digital Phase-Locked 
Loops for Linear 
Wideband Phase 
Modulation

Salvatore Levantino, Giovanni Marzin, 
and Carlo Samori

16.1 INTRODUCTION

The scaling of CMOS technology is changing the way analog circuits are designed. 
While intrinsic analog performances of transistors (e.g. maximum gain, flicker 
noise, matching) degrade with scaling, powerful digital signal processing assists 
analog circuits and boosts their performance at lower and lower area and power 
 consumption. Furthermore, the digital assistance of analog subblocks reduces the 
overall cost of implementation and the time needed for the design as it benefits from 
the design automation of digital sections.

In this context, all-digital phase-locked loops (ADPLLs) have recently emerged 
as a valid alternative to traditional analog phase-locked loops (PLLs) in the most 
scaled technology nodes. ADPLLs not only are suitable as frequency synthesizers for 
wireless transceivers but also exhibit excellent performance when they are employed 
as direct phase/frequency modulators of the carrier in RF transmitters. The applica-
tion of those blocks is not confined to communications based on phase modulation/
frequency  modulation (FM) of the carrier (such as Gaussian minimum-shift keying 
[GMSK]). Even in the case of nonconstant envelope modulations (such as those used 
in the most advanced cellular and wireless local area network [LAN] standards), 

CONTENTS

16.1 Introduction .................................................................................................. 427
16.2 Phase Modulators ......................................................................................... 429
16.3 All-Digital PLLs with Direct FM ................................................................. 430
16.4 Wideband Phase Modulator .......................................................................... 434
16.5 Linearity Enhancement of Phase Modulator ................................................ 437
16.6 Example of Practical Implementation .......................................................... 439
16.7 Conclusions ................................................................................................... 442
References ..............................................................................................................442



428 Wireless Transceiver Circuits

the adoption of polar or outphasing (OP) transmitter architectures require low-noise, 
 linear, and wideband phase modulators. Such unconventional transmitter architec-
tures are being investigated and implemented in recent years to outperform the power 
efficiency of the more conventional Cartesian transmitter.

In a polar transmitter, as the one illustrated in the block diagram in Figure 16.1a, 
the carrier generated by a local oscillator (LO) passes through a phase modulator that 
provides the correct phase modulation to the carrier and then is fed to a highly efficient 
saturated power amplifier (PA), whose supply dynamically varies following the sig-
nal envelope [9]. Unfortunately, given the nonlinear relationship Θ(t) = tan−1[Q(t)/I(t)] 
between the signal phase and the Cartesian components of the signal, the bandwidth 
of Θ(t) is much larger than the original signal bandwidth. Depending on the specific 
modulation scheme, the bandwidth scales up by a factor between 5 and 10.

A variant of the polar transmitter concept is the original idea of the envelope 
elimination and restoration (EER) technique as proposed by Kahn [14]. The EER 
technique consists in extracting the amplitude and phase signals from the modulated 
carrier and then reapplying them to the carrier in a polar fashion. For this reason, the 
polar architecture in Figure 16.1a is sometimes referred to as direct polar (DP) [23], 
since the carrier is modulated directly via its polar components. Recent examples of 
DP implementations can be found in Refs. [1,3,17,36].

The OP scheme, originally proposed by Chireix [4], is illustrated in the block dia-
gram in Figure 16.1b. The modulated carrier is separated into two carriers with con-
stant envelope and differently modulated phases; thus, this scheme is often referred 
to as linear amplification with nonlinear components (LINC) [6]. As in the DP case, 
it relies on the use of saturated or almost saturated PAs that entail good efficiency, 
and, similarly, the nonlinear relationship between the Cartesian components and the 
two phases Θ1(t) and Θ2(t) makes the bandwidth of the phase signals much larger 
than the original one. Recent examples of high-performance OP transmitters can be 
found in Refs. [11,26].
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Among the reasons for the renewed interest in these techniques, the main one is 
probably the inherently high efficiency of these architectures and the elimination of 
mixers and filters typically employed in Cartesian transmitters. This is, however, 
only a part of the story. Another key point is that these architectures seem naturally 
suited to the digitally intensive approach to circuit design discussed earlier. In both 
DP and OP systems, the phase modulator is typically driven directly by a digital 
word and acts effectively as a digital-to-phase converter. The DP approach can be 
pushed even to a more digital implementation by relying on a digital power amplifier 
(DPA) [5,37] even at watt power level [24].

16.2 PHASE MODULATORS

In both polar and OP transmitters, the phase modulation of the carrier must be per-
formed by means of some sort of wideband phase modulator. The two most typical 
approaches to the design of a phase modulator are illustrated in Figure 16.2. The first 
one in Figure 16.2a is the direct phase modulation and is based on the generation of 
a certain number of phases of the carrier with a constant phase shift among them. 
The phases may be derived from the output of the frequency synthesizer through fre-
quency division, through polyphase filtering, or by means of a regulated delay line. 
However, owing to power constrains, only a limited number of phases (typically no 
more than few tens) can be practically generated in those ways, while a fine phase 
resolution (in the order of few degrees) is often needed. The typical method to refine 
phase resolution is either to use an analog phase interpolator [36] or to digitally select 
one of the phases via a multiplexer (MUX) and dither the phase selection signal by 
means of a ΔΣ modulator [18], as shown in Figure 16.2a. The quantization noise 
introduced by the ΔΣ can be cancelled out by employing more advanced structures 
as proposed in Ref. [29]. Alternatively, the fine phase shift may be achieved by rely-
ing on a tuned resonator [35]. The main advantage of the direct phase modulator is 
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the high achievable speed of the phase signal. On the other hand, one of the problems 
is that the generation of several high-frequency phases of the carrier and the sub-
sequent multiplexing operation cost high-power dissipation, especially at high fre-
quency. The linearity of the modulator, which is affected by the mismatches between 
the time shifts among the phases, is another critical issue [26].

Since the instantaneous frequency of the carrier is given by the first derivative 
of the carrier phase, an alternative way to implement a phase modulator is shown 
in the block diagram in Figure 16.2b. The phase signal is differentiated, and then 
the result is used to modulate the frequency control word of the PLL. This solu-
tion is in principle more power-efficient than the previous one, since only one high-
frequency signal (i.e., the LO signal) has to be generated at a time. Furthermore, it 
theoretically entails better linearity thanks to the linearization provided by the PLL 
closed loop. The challenges of this approach are (1) the limited achievable speed of 
the modulation and (2) the wide range of the FM signal. As regards the first issue, 
the bandwidth of a PLL is constrained to be lower than about one-tenth of its refer-
ence frequency. Thus, the larger the reference frequency, the wider the bandwidth. 
Concerning dynamic range, the phase signal in polar and OP transmitters is in gen-
eral unconstrained and can vary up to ±π [rad]. This variation of the phase may be 
required in just one clock period, being the clock period equal to the period Tref of 
the reference signal.* This step increment of the phase signal can be produced by 
an angular frequency pulse with rectangular shape, whose integrated value is equal 
to ±π. Thus, if φ[kTref] − φ[(k − 1)Tref] = ±π, then ω[kTref] = ±π/Tref, or equivalently, 
the frequency pulse must be as wide as ±1/(2Tref) = ±fref /2 [Hz], being fref the refer-
ence frequency of the PLL. Hence, the larger the reference frequency, the wider the 
FM pulse and thus the PLL tracking range. Of course, in order not to degrade the 
signal-to-noise ratio of the produced modulation, a certain degree of linearity must 
be guaranteed over the whole FM range. We can conclude that a trade-off exists in 
the choice of the reference frequency and that the modulation bandwidth of the PLL 
must be traded with its linear modulation range.

The remainder of this chapter will be devoted to discuss the second approach and, 
in particular, the main issues related to the design of an all-digital-PLL-based phase 
modulator.

16.3 ALL-DIGITAL PLLs WITH DIRECT FM

The block diagram of an all-digital (or also known as digital) PLL is shown in 
Figure 16.3 [13]. The relative time difference between the edges of a reference sig-
nal and the frequency-divided output of a digitally controlled oscillator (DCO) is 
detected and digitized through the use of a time-to-digital converter (TDC). The 
TDC output is fed to a digital loop filter whose output is in turn used as the digital 
tuning control of the DCO. As in analog PLLs for frequency synthesis, the modulus 
control of the frequency divider is dithered by a digital ΔΣ modulator that inter-
polates the frequency control word (FCW) and realizes a fractional-N division. 

* Such a large phase variation in one sample period occurs for instance in an unfiltered QPSK modulated 
carrier.



431All-Digital Phase-Locked Loops for Linear Wideband Phase Modulation

Since the phase error induced by ΔΣ quantization is a deterministic signal, it can 
be cancelled out by subtracting it (after proper scaling) from the output of the TDC. 
This technique, often referred to as digiphase technique [15], was first introduced in 
analog fractional-N PLLs [10,15], and then applied to digital PLLs [13], where the 
calibration of the scaling factor (the a signal in Figure 16.3) is easily implemented by 
a digital loop (the shadowed block in Figure 16.3). At steady state, the a gain tends to 
the value that nulls the product between e and q and in turn the correlation between 
phase error and ΔΣ quantization error. This loop can be regarded as a simplified 
implementation of an least mean squares (LMS) algorithm [27].

Unfortunately, such an implementation of digital PLL requires a TDC with large 
number of bits, especially at wide PLL bandwidths. In fact, on the one hand, the 
TDC must accommodate the quantization error introduced by the ΔΣ and convert 
it linearly, and on the other hand, it must add no significant intrinsic quantization 
noise. The analyses and simulations reported in Ref. [16] show that the required 
number of TDC bits is as high as 10 to guarantee a level of residual fractional spurs 
below −60 dBc, assuming a first-order ΔΣ modulator dithering the divider modulus 
control. Furthermore, the integral nonlinearity (INL) of the TDC over this wide 
dynamic range must be as low as one least significant bit (LSB). If a third-order ΔΣ 
modulator is employed, the dynamic range of the TDC must be as wide as about 
seven DCO periods and requires about three additional bits. This numerical example 
leads to 13 equivalent bits required to the TDC. Of course, flash-type TDCs satisfy-
ing these specifications would produce excessive power dissipation. For this reason, 
different types of TDC (such as the oversampling or pipeline) [2,8,12,19,24,28] have 
been proposed and investigated, as well as several linearization techniques [31,32]. 
Although considerable effort has been done to improve power efficiency, the TDC 
still remains one of the main power hungry blocks of the loop.

To solve this issue and improve PLL noise/power trade-off, a new class of digital 
PLLs has been recently introduced [30,40]. The idea is to relax TDC specifications 
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substantially by adding a digital-to-time converter (DTC) in the PLL feedback 
branch. The DTC allows to subtract the ΔΣ quantization error and thus reduce its 
amplitude down to DTC resolution. As a result, the required dynamic range of the 
subsequent TDC is reduced as well. In Ref. [40], a TDC and a DTC, both with equiv-
alent number of bits equal to four, are employed. In this way, the implementation of 
the TDC, its linearity requirement, and power consumption are greatly reduced. The 
DTC is implemented as a delay-locked loop with 16 delay elements whose delay is 
automatically tuned. A more drastic simplification to TDC design and substantial 
improvement in the PLL noise/power figure of merit was presented in Ref. [30]. In 
that case, the resolution of the TDC is reduced to only one bit as shown in the block 
diagram in Figure 16.4. A single-bit TDC, also known as bang-bang TDC (BB-TDC), 
detects simply which one of the two input signals leads or lags the other one. In prac-
tice, a TDC with coarse mid-rise quantization (whose characteristic is shown in the 
upper plot in Figure 16.5) is employed to speed up lock transient. However, even in 
such a case, only two levels of the TDC characteristic are exploited when the PLL 
is in lock and thus the loop is equivalently controlled by a bang-bang detector. The 
design of the TDC, which is implemented as a time arbiter, is greatly simplified and 
power dissipation is substantially reduced. Furthermore, having a single-bit output, 
the nonlinearity issue is removed, like it happens to the comparator of an analog ΔΣ 
modulator. Of course, it introduces a hard nonlinearity in the loop, which potentially 
gives rise to limit cycles and in turn unwanted spurs in the spectrum.

In this context, the presence of random noise has a positive effect. Under proper 
conditions, it dithers the time delay detected by the BB-TDC avoiding limit cycles 
in the PLL. More specifically, as demonstrated in Ref. [7], when the random jitter 
induced by the thermal noise sources is larger than the deterministic error induced 
by quantization, the low-pass-filtered TDC output (i.e., averaged in time ⟨e⟩) as a 
function of the input phase error φ is given by the integration of the probability 
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density function p(φ). This result is schematically shown in Figure 16.5. In the case 
of Gaussian phase error, the ⟨e⟩ curve versus φ is given by an error function, whose 
slope around zero is inversely proportional to the standard deviation σφ of the phase 
error. Thus, in practice, the mid-rise quantizer in the presence of  dominant  random 
noise at its input can be linearized and its linear gain is inversely proportional to the 
rms value of the input jitter. As discussed earlier, the linearization of the hard-limiting 
TDC characteristic holds as long as the random component of  jitter dominates over 
the deterministic one. This mode of operation is referred as to  random-noise regime, 
and it is opposed to the limit-cycle regime in which quantization error dominates 
over random jitter [41]. For an integer-N synthesized channel, the deterministic com-
ponent is produced by the limited DCO frequency resolution and in turn by the 
truncation of the filter output word. Thus, in practice, this condition can be verified 
by improving DCO resolution [20].

By contrast, for a fractional-N channel, the quantization is dominated by the 
ΔΣ modulator dithering the divider modulus control. The resulting deterministic 
quantization error that is as wide as a few multiples of Tdco is always much larger 
than the typical random-noise jitter at the input of the detector. The latter cannot be 
increased, since it would raise the output jitter as well. Thus, in the digital PLL in 
Figure 16.4, instead of cancelling the ΔΣ quantization at TDC output, the cancel-
lation is performed at TDC input via the DTC. The DTC allows us to subtract the 
phase error induced by the ΔΣ modulator, as in the PLL in Figure 16.3. Similarly, the 
amplitude of the subtracted signal is automatically estimated by means of an LMS-
type feedback loop. However, in contrast to that case, since the quantization error at 
TDC input is cancelled out, there is no need for a multibit TDC. We can thus rely on 
a BB-TDC and yet get the detector to work in the random-noise regime.
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The main advantages of the DTC-based PLL architecture over the conventional 
one are still the higher power efficiency and the lower design complexity. The 
BB-TDC is implemented as a single flip-flop and the DTC as a digital buffer stage 
with switched capacitor load. Thus, if we compare the cascade of the BB-TDC and 
the DTC against a multibit TDC, we have a single-time arbiter instead of many. 
Furthermore, the DTC-based topology is also favorable to the implementation of 
automatic predistortion algorithms [16,40]. This allows to adopt a segmented struc-
ture with scaled capacitor banks used as load of the DTC, yet reaching very good 
linearity.

Finally, the issue of the dependence of the BB-TDC gain on input jitter is solved 
by adopting the automatic bandwidth control scheme disclosed in Ref. [22]. In this 
way, the loop bandwidth and the whole frequency response of the PLL is repeatable, 
regardless of the spread of the analog parameters, including TDC gain. This solution 
eliminates the dependence of the bandwidth on input jitter.

16.4 WIDEBAND PHASE MODULATOR

To derive the transfer function of the digital PLL in Figure 16.4, we may refer 
to the linear phase model in the z-domain shown in Figure 16.6. This model is 
a discrete-time model at reference rate. The phase modulation signal p is dif-
ferentiated and the result n is added to the FCW and fed to the ΔΣ modulator. 
For the sake of simplicity, we considered a first-order ΔΣ modulator, although in 
practice a second- or higher-order ΔΣ is employed. In the model of the ΔΣ, the 
quantizer is linearized and a proper quantization error q(z) is added. The output 
of the ΔΣ drives the modulus control of the divider. The latter is modeled as a 
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discrete-time integrator, whose gain is 2π/N. This follows from the fact that if MC 
is incremented by one, a time delay equal to the output period TDCO is added to 
the div signal and in turn a shift of 2π/N is added to the phase. The DTC is simply 
modeled as a gain Kdtc [rad/bit] and an adder that adds/subtracts a certain phase 
shift in the feedback branch. The TDC is modeled as a detector of the phase error 
with gain Ktdc [bit/rad] and the DCO as an integrator with gain Kdco [rad/s/bit]. 
This means that as the DCO tuning word is incremented by one, the excess phase 
increases by Tref · Kdco [rad] (after Tref [s]). It is easy to verify that after the proper 
choice of the gain

 
a K

Ndtc0
2

⋅ =
π ,  (16.1)

this scheme allows to cancel out the effect of the ΔΣ quantization q. The value of a0 
is set automatically in the background by the LMS loop (not shown in this model).

On the basis of the phase model, let us derive the transfer function from the phase 
modulation signal p(z) to the output phase φout(z). It is given by
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where Gloop is the PLL loop gain:
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N
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− −1 1  (16.3)

At low frequency, the transfer function F(z) is the desired one, that is, 2π. It means 
that increasing MC by one produces a time shift at the output equal to one output 
period Tdco (i.e., 2π shift in the phase). The bandwidth of F(z) equals the bandwidth 
of the PLL, which is constrained to be much lower than fref. This is a severe limita-
tion, since in both polar and OP transmitters, the bandwidth of the phase modulation 
signal is typically larger than the signal bandwidth at radiofrequency.

The modulation bandwidth can be enlarged by performing a pre-emphasis of 
p(z), which compensates for the bandwidth roll-off. This requires a tight match-
ing between analog loop parameters and digital pre-emphasis. The alternative 
solution is the two-point injection scheme, originally proposed in Ref. [33], and 
recently adopted in Refs. [21,38,39]. In this topology, the phase modulation signal, 
after being differentiated, is injected both into the divider (in the feedback branch) 
and the DCO (in the forward branch). Applying this technique to the DTC-based 
digital PLL discussed so far, the resulting block scheme is the one sketched in 
Figure 16.7.

Neglecting the DTC with the DTC gain adaption block and the DCO gain adap-
tation block that play no role in the system response, the phase model of the system 
in the z-domain is shown in Figure 16.8. We will assume that the gain g has reached 
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a constant value g0. On the basis of this model, we can calculate again the transfer 
function from p(z) to the output phase Φout(z). It becomes

 
T z

p
G z
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out loop

loop
dco ref

loop
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+
+ ⋅

+
Φ 2
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where Gloop has the same expression (16.3) as in the previous system.
While the first term in (16.4) has a low-pass shape in frequency, the second term, 

which comes from the DCO injection path, is high pass. Further than that, as long as 
the following equality holds

 
2 0π = g K Tdco ref ,  (16.5)

T(z) becomes an all-pass transfer function, which allows the direct modulation of 
wideband signals. The modulation rate is simply limited by Nyquist theorem, since 
the system is sampled at fref. Hence, the maximum signal bandwidth (at baseband) is 
limited to fref /2. The previous equality (16.5) is guaranteed by regulating the gain g0. 
Unfortunately, the DCO gain, Kdco, is hardly controllable as it varies over process 
and temperature and over the synthesized channel frequency. Any mismatch in the 
equality would result in a nonideal zero-pole cancellation and, therefore, in a linear 
distortion of the signal.

As a result, the automatic regulation of g shown in Figure 16.7 is essentially to 
guarantee the ideal all-pass shape of the system response. The working principle of 
the automatic regulation can be understood by noting that the transfer function from 
n(z) to e(z)
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is proportional to the gain imbalance (2π − g0KdcoTref) between the two injection 
paths. This means that the correlation between the error signal e(z) and n(z) provides 
a measure of the gain imbalance. Thus, if we force this correlation to be null, we 
will get perfect gain balance and all-pass-shaped system response. The DCO gain 
adaptation in Figure 16.7 implements this concept: the gain g will tend to the g0 value 
that nulls the correlation between e and n (i.e., the product between e and n). This 
automatic gain adaptation is implemented in the digital domain with insignificant 
resources or design effort.

16.5 LINEARITY ENHANCEMENT OF PHASE MODULATOR

Although the two-point injection and the automatic cancellation of gain mismatches 
between the two injection paths provide a very wide modulation bandwidth, we still 
have to discuss the second main challenge of the direct FM modulation of a PLL, 
that is, the linearity required. As discussed earlier, the largest variation of the output 
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frequency must be equal to ±fref /2 in order to produce a phase variation up to ±π in 
one reference clock. On the other hand, as already mentioned, the LSB of the DCO 
must be sufficiently small to guarantee insignificant truncation error introduced in 
the loop. In practical systems, this LSB must be in the order of 10 kHz/bit. Therefore, 
the DCO must cover a linear range of about 12-bit plus margin (if we assume fref 
equal to 40 MHz). DCO nonlinearity plays a major role on the modulation accuracy, 
degrading the error-vector magnitude (EVM) of the constellation.

The main source of nonlinearity in the DCO characteristic is the mismatch 
among switched capacitors in the resonator. Hence, a thermometric weighting 
should be preferred. Unfortunately, such a coding scheme would be impractical in a 
DCO with high number of bits. Therefore, several thermometrically weighted banks 
of capacitors must be used in the DCO resonator, as shown in the PLL in Figure 
16.9, where the DCO resonator contains a varactor controlled by a resistor-string 
 digital-to-analog converter (DAC), a fine and a coarse capacitor bank. The fine bank 
is implemented employing a single-unit capacitance C, while the coarse with unit 
capacitance K · C (with K > 1). This design reduces the number of capacitors and 
thus area occupation. As the number of interconnections goes down, the parasitic 
capacitance decreases and the tuning range of the DCO increases as well. In addi-
tion, different types of capacitors can be chosen for different banks, and in this way, 
the resonator quality factor can be optimized. This solution is somehow similar to 
the segmentation employed in the design of DACs, although in that case the LSBs 
are binary weighted. Unfortunately, the segmentation does not assure the DCO char-
acteristic to be monotonic, since the gains of the different banks may be different.
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The adoption of the digitally intensive design in Ref. [21] proves useful even in 
this case. As illustrated in Figure 16.9, the FM signal n(z) is multiplied by a proper 
factor g2, and then it is quantized via a digital ΔΣ modulator and fed to the coarse 
capacitor bank. The quantization error of the ΔΣ quantizer is multiplied by a fac-
tor g1 and fed to the fine capacitor bank. Finally, the residual quantization error is 
multiplied by another factor g0 and fed to the input of the voltage-mode DAC driving 
the varactor bias. Let us assume that the gains relative to the three DCO banks from 
coarsest to finest are Kdco2, Kdco1, and Kdco0, respectively. It is possible to demonstrate 
that an all-pass-shaped response of the whole modulator systems is assured by the 
following equalities:

 
2 2 2π = g K Tdco ref  (16.7)

 g K Kdco dco1 1 2⋅ =  (16.8)

 g K Kdco dco0 0 1⋅ = .  (16.9)

While the first equality expresses the balance between the gain of the two injection 
paths (divider and DCO), the other two equalities get the finer banks to have the 
same equivalent gain as the coarsest one. The three conditions may be satisfied by 
the proper choice of the three gains, g2, g1, and g0, which are automatically regulated 
in background by the three LMS loop shown in Figure 16.9.

16.6 EXAMPLE OF PRACTICAL IMPLEMENTATION

An example of practical implementation of the phase modulator in Figure 16.9 is 
reported in Ref. [21]. Among the analog building blocks, the DTC is the most uncon-
ventional one and deserves some comment. As described earlier, it is in principle a 
buffer stage whose input–output delay is controlled by varying its capacitive load. 
In practice, the required number of bits of the DTC is equal to the required number 
of TDC bits in the conventional digital PLL architecture in Figure 16.3. As we have 
already observed, this number may vary between 10 and 13 in high-performance 
wireless applications. Thus, as for the DCO, a thermometric coding of the load 
capacitors of the DTC would be impractical. A power-efficient implementation of the 
DTC at circuit level is illustrated in Figure 16.10. It adopts a segmented architecture. 
The output of the integer divider (labeled as div output) is resampled by a cascade of 
three latches that are clocked by the two outputs of the differential DCO. Those out-
puts dco and dco are 180° out of phase. In this fashion, the time shift between the sig-
nals P0 and P1 is equal to Tdco/2, that is, half the DCO period. This value represents 
the coarser delay generated by the circuit or, in other words, the delay corresponding 
to the most significant bit (MSB), a0[k]. The analog multiplexer (MUX) controlled 
by a0[k] selects one of the P0/P1 signals and drives the capacitive load. The latter is 
divided into two banks of thermometrically weighted switched MOS capacitors: a 
fine and a coarse bank of 64 capacitors each.
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The two banks are controlled by a1[k] and a2[k], respectively. To guarantee the 
overlap between fine and coarse characteristics in the presence of process, voltage, 
and temperature (PVT) spreads, the delay range of the finest bank covers with mar-
gin the resolution of the coarse bank. Similarly, the total delay range of the coarse 
bank exceeds the delay generated by the MSB (i.e., the Tdco/2 delay). The digital 
signals a0[k], a1[k], and a2[k] are automatically regulated in the background by three 
LMS loops [30]. The differential topology of the MUX provides better immunity to 
supply bounces compared with a CMOS implementation.

The complete modulator, which is designed to synthesize carriers with fre-
quency tunable between 2.9 and 4.0 GHz from a 40 MHz reference oscillator, 
embeds three additional blocks (not shown in Figure 16.9): a coarse frequency 
loop, an automatic bandwidth control (already mentioned), and another digital 
circuit running in background that corrects for the delay mismatches between the 
two injection paths [21]. The modulator described in Figure 16.9 has been fabri-
cated in 65 nm CMOS technology. The die photograph is shown in Figure 16.11a. 
The area of the core circuits (excluding pads used for testing purposes) is slightly 
larger than 0.5  mm2 and includes the pad drivers and the reference oscillator 
driven by an external crystal (XO). It is interesting to observe that most of the 
area is occupied by digital circuits, realized with standard cells. In addition to 
the described digital blocks, this section includes two different baseband signal 
generators, for GMSK and quadrature phase-shift keying (QPSK) modulation, 
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respectively. The overall power consumption (excluding XO reference oscillator 
and pad drivers) is 5 mW from the 1.2 V supply.

Figure 16.11b shows the measured performance of the phase modulator (signal 
constellation, phase trellis diagram, spectrum), when the 3.6 GHz carrier is modu-
lated with a 20  Mb/s QPSK signal. At this modulation rate, the measured EVM 
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Pa
d 

dr
iv

er
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FIGURE 16.11 Implemented modulator: (a) chip photograph and (b) measured perfor-
mance for a 20 Mb/s QPSK modulation.
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of the modulation, which accounts mainly for phase noise and nonlinearity of the 
modulator, is below 1.6% or −36 dB. The efficiency of the modulator that measures 
the energy required for transmitting one bit is equal to 0.25 nJ/bit. When the carrier 
is modulated with a continuous-phase modulation, such as a 10 Mb/s GMSK modu-
lation, the EVM is still −36 dB and the energy per bit is 0.5 nJ/bit. In both cases, 
the efficiency and EVM achieved are much better than the figures obtained in phase 
modulators based on analog PLLs or phase-switching technique.

16.7 CONCLUSIONS

The scaling of CMOS technologies pushes toward an innovative design approach for 
analog blocks. The degradation of the intrinsic performance of those blocks induced 
by device scaling can be overcompensated by adding complex digital calibration 
algorithms within the building blocks and/or including nonlinear circuits (such as 
hard limiters) in high-precision RF and analog circuits. In this chapter, we have 
shown how an all-digital PLL can be designed to realize a linear and wideband 
phase modulator suitable for wireless transmitters. The DTC-based all-digital PLL 
exploits a BB-TDC to save power and adopts a two-point injection of the modulation 
signal to enlarge the modulation bandwidth. Several digital calibration loops operat-
ing in the background allow to regulate the gain of the DTC and to match the gains 
of the injection paths. The very good EVM and energy per bit achieved demonstrate 
that the digitally intensive design approach for analog circuits is becoming more 
than just a curiosity, at least for some important RF building blocks.
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17 Hybrid Phase Modulators 
with Enhanced Linearity

Ni Xu, Woogeun Rhee, and Zhihua Wang

17.1 INTRODUCTION

As the CMOS technology advances, a digital-intensive design is essential for low-
cost multistandard transceiver systems. The ΔΣ phase-locked loop (PLL) enables 
digital phase modulation without requiring digital-to-analog converters (DACs) and 
RF up-converters, thus significantly simplifying the overall transmitter architecture. 
Since the typical PLL bandwidth is not wide enough to accommodate the required 
modulation symbol rate, a digital compensation method [1–4] or a two-point mod-
ulation method is employed [5–15] to overcome the bandwidth limitation. In the 
digital compensation method, the transfer function of the digital compensation filter 
needs to be matched well with that of the PLL. However, the loop dynamics of the 
PLL is highly sensitive to process and temperature variations, making the digital 
compensation method less attractive for on-chip modulation. On the other hand, the 
two-point modulation method shown in Figure 17.1 overcomes the bandwidth control 
problem by having two modulation paths. The high-pass transfer characteristic of 
the voltage-controlled oscillator (VCO) modulation and the complementary low-pass 
transfer characteristic of the frequency divider modulation form an all-pass transfer 
function regardless of the PLL bandwidth. Accordingly, the PLL bandwidth can be 
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optimized for other performances. The challenging issues in the two-point modula-
tion method lie in the accurate timing control and gain matching between the two 
modulation paths.

The all-digital PLL (ADPLL) along with the digitally controlled oscillator (DCO) 
provides robust two-point modulation with digital-assisted calibration [9–14]. A 
simplified block diagram of the ADPLL-based two-point modulator is shown in 
Figure 17.1b. The ADPLL-based modulation is considered a viable solution to real-
ize a robust two-point modulator with the digital calibration of the gain and the delay 
mismatches. The ADPLL, however, requires a high-performance time-to-digital 
converter (TDC). To enhance the TDC linearity, a high-resolution delay cell and a 
high-sensitivity D-type flip-flop (DFF) are needed. Otherwise, the nonlinearity of 
the TDC becomes another source of the fractional spur and degraded in-band phase 
noise in the ADPLL. To improve the TDC performance, various methods are pro-
posed in the literature, including a gated ring oscillator TDC with noise shaping [15], 
a time-amplified TDC [16], a dithered TDC [17], a nonuniform stepping TDC [18], a 
bang-bang phase detector (BBPD) with sub-gate delay cells [19], and a TDC with an 
injection-locked ring VCO [20]. In this work, we introduce a hybrid-loop two-point 
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modulator that utilizes a TDC-less semidigital ΔΣ PLL for low-power low-complex 
design, while offering a digital-intensive architecture for technology scalability and 
digital-assisted calibration.

17.2 HYBRID-LOOP TWO-POINT MODULATOR

17.2.1 seMiDigital Pll with hybRiD-looP contRol

Various TDC-less semi-digital PLL architectures have been recently proposed to 
achieve linear loop dynamics while removing a large integration capacitor [21–27]. 
Figure 17.2 shows a conceptual diagram of the mixed-mode loop control shown in 
differential implementation. The digital/voltage-controlled oscillator (D/VCO) is 
used to accommodate both analog and digital controls. For the proportional-gain 
path, the conventional analog control with the PFD and the charge pump followed 
by the second-order passive loop filter is employed. Since the capacitance values for 
high-order poles are not high, a small area of the loop filter is realized. As for the 
integral path, digital implementation is done with a BBPD and a finite-state machine 
(FSM) to compensate for the limited frequency tracking capability of the propor-
tional-gain path, forming a type-II PLL. The ΔΣ modulator is used to provide a fine 
frequency resolution as done in the ADPLL.

As for the D/VCO gain variation, we consider two paths: a digital control path 
and an analog control path. The digital control path is the same as the digital input 
of the conventional DCO, in which the digital gain calibration can be performed. 
The gain variation of the analog path is more problematic. However, the analog 
gain nonlinearity of the D/VCO is much more relaxed than that of the conventional 
VCO. Figure 17.3 illustrates how the analog gain variation is reduced in the D/VCO. 
Since the digital control path with the ΔΣ modulation provides continuous fre-
quency tracking with very fine resolution, the effective analog control voltage range 
is significantly reduced. For example, the actual tuning voltage range in the analog 
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path can be less than ±50 mV over entire tuning range if the digital control path 
sets the desired output frequency of the D/VCO with fine resolution. Such a small 
control voltage range apparently enhances the linearity of the analog gain and also 
improves the linearity of the charge pump. Since a large capacitor in the integral 
path is replaced with the digital FSM, an overdamped loop dynamics can be easily 
designed. As a result, the absolute gain variation of the analog control path can be 
compensated for by the programmable charge pump current to a certain degree. The 
settling time can be improved by designing an automatic frequency control (AFC) 
block in the digital path of the D/VCO, which is similar to the ADPLL.

Offering the direct digital modulation in the digital path and the good linearity 
in the analog path with the small control voltage range, the semidigital ΔΣ PLL 
can be a good alternative architecture for the two-point modulation, while avoiding 
the needs of the high-complex TDC. The semidigital-based modulator for wire-
less applications is proposed in Ref. [22], but only a simple triangular modulation 
has been demonstrated. The PLL also suffers from high sensitivity to the supply 
noise since the hybrid-loop architecture is done with the single-ended charge pump 
followed by the dc-coupled VCO input, which has a direct coupling path to the 
supply voltage.

17.2.2 two-Point MoDulation

Figure 17.4 shows a block diagram of the proposed two-point modulator based on 
the semidigital ΔΣ PLL. Since the high-frequency modulation path is the digital 
input path of the D/VCO, the DAC is not required. The high-frequency modulation 
path is considered the same as that of the ADPLL-based two-point modulator. The 
low-frequency modulation is performed by the ΔΣ modulated frequency divider that 

1816

1820

1824

1828

Analog control voltage (V)

Fr
eq

ue
nc

y (
M

H
z)

B΄

A΄

B

Digital loop
contributionA

–0.8 –0.6 –0.4 –0.2 0 0.2 0.4 0.6 0.8

1832

1836

1840

1844

Digital loop
contribution

FIGURE 17.3 D/VCO tuning curves with hybrid control.



449Hybrid Phase Modulators with Enhanced Linearity

also takes the digital input directly. Hence, the GMSK-modulated digital data are 
directly fed to the input of the D/VCO and the input of the ΔΣ modulator without 
any digital-to-analog conversion. Therefore, the proposed hybrid-loop architecture 
has nearly the same function as the all-digital architecture as far as the two-point 
modulation is concerned.

A linear model of the proposed two-point modulator is shown in Figure 17.5, 
where GL is the gain parameter in the low-frequency modulation, which sets a nor-
malized frequency deviation for the divider modulation, GH is the gain parameter 
in the high-frequency modulation, which sets a compensated gain before the VCO 
input, τL and τH stand for the delay control for low- and high-frequency modulation 
paths, respectively, N is the division ratio, β is the integral-gain coefficient, KVCO 
is the gain of the analog controlled oscillator, HLPF(s) is the gain of the loop filter, 
and KBBPD is the gain of the BBPD. Let Ha(s) and Hd(z) be the transfer functions of 
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the analog modulation path and the digital modulation path, respectively. Then, the 
overall transfer function A(s, z) of the semidigital PLL is given by

 
A s z H s K H z K
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⋅
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where Ha(s) and Hd(z) are
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Then, the transfer functions for the high-frequency modulation HH(s) and the low-
frequency modulation HL(s, z) are given by
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By applying the s-domain transform with the reference clock period T as follows [28],
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Then, we obtain
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If we assume that τH = τL, GH = 1/KDCO, and GL = T/2π with the reference clock 
period T, then

 H s z H s zH L( , ) ( , ) ,+ = 1  (17.8)

proving that the all-pass transfer function is also valid for the hybrid-loop two-point 
modulator.

Figure 17.6 shows the behavior simulation results of the semi-digital PLL with 
270 kb/s GMSK two-point modulation. The PLL bandwidth is set to 40 kHz. As shown 
in Figure 17.6, the analog differential control voltage goes to 0 V as the digital output 
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in the integral path is settled, which supports the previous discussion that the ana-
log control voltage range can be very small, resulting in good linearity of both the 
D/VCO and the charge pump. The magnified plot for the D/VCO control word shows 
that the control word clearly reflects the GMSK modulation, verifying that the two-
point modulation is successfully performed with the hybrid-loop architecture.

In the two-point modulation, the delay and gain mismatches between the 
high-frequency modulation path and the low-frequency modulation path, and the 
gain nonlinearity of the D/VCO degrade the overall performance. With the refer-
ence clock frequency of 26  MHz, the delay mismatch is tolerable by implement-
ing a high-frequency DFF to adjust the delay mismatch between the low-frequency 
modulation path and the high-frequency modulation path. The gain mismatch can 
be also calibrated by adjusting the gain of the baseband signal. The D/VCO gain 
nonlinearity is relatively difficult to be calibrated. For the digital-path calibration, 
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the complex calibration method as done in the ADPLL-based modulation is still 
required [11,12,29,30]. For the analog-path calibration, the analog control is assumed 
to have good linearity with the small control voltage range, so the calibration of the 
charge pump mismatch can be mainly considered.

17.3 CIRCUIT DESIGN

17.3.1 270.83 kb/s gMsk hybRiD-looP Phase MoDulatoR

Figure 17.7 shows a block diagram of the proposed hybrid-loop two-point modula-
tor with 270.83 kb/s GMSK modulation. A 900 MHz output frequency is generated 
from a 1.8 GHz D/VCO. A reference frequency of 26 MHz is used for a GMSK 
data converter block that performs proper code mapping for two-point modulation. 
The digital baseband modulation is performed by a field programmable gate array 
(FPGA) through a GMSK lookup table, IQ-to-PM signal translation, and differentia-
tion of the PM signal. In the high-pass modulation path, the data are added with the 
digital integral path for direct D/VCO modulation.

Figure 17.8 illustrates a basic structure of the D/VCO control paths. Since the fully 
differential charge pump and loop filter are used, a differential input is designed for the 
analog control path. The digital control path is done with 13 control bits where 7 bits 
from the LSB are modulated by a second-order ΔΣ modulator to generate an oversam-
pled output. The clock frequency of the modulator is the one-eighth of the D/VCO fre-
quency, or about 225 MHz. The quantization noise of the ΔΣ modulator at the output of 
the D/VCO can be estimated from Ref. [29]. For the minimum frequency step of 580 Hz 
and the clock frequency of 225 MHz, the phase noise contribution of the ΔΣ modula-
tor at the D/VCO output would be about −151 dBc/Hz at 400 kHz offset frequency and 
−183 dBc/Hz at 20 MHz offset frequency, which are much lower than the D/VCO noise.

Figure 17.9 shows the schematic of the D/VCO core in 65 nm design. To achieve 
good power supply rejection, a current bias and a cross-coupled pair are designed 
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with PMOS transistors. Since the fully differential charge pump and loop filter are 
used, differential-input varactors CT1–CT4 are designed for the analog control path. 
Metal-insulator-metal (MIM) capacitors C2–C5 are used to provide dc bias through 
VCP and VCN to increase the linear region of the varactors. A 7-bit binary-coded MIM 
capacitor array is employed as a coarse tuning block to extend the tuning range 
over process and temperature variations. For fine tuning, a 64-bit thermometer-
coded varactor array is used. The thermometer-coded array offers good matching 
and linearity with guaranteed frequency monotonicity. The sensitivity of the analog 
control path is 22 MHz/V, and the digital frequency step is 140 kHz. After the 7-bit 
ΔΣ modulation, the effective frequency resolution of the D/VCO is reduced to be 
about 580  Hz. With the differential spiral inductor of 2 nH, the tuning range of 
1.38−1.90 GHz is achieved.

Figure 17.10 shows the details of the digital integral path. The FSM works at the ref-
erence clock frequency of 26 MHz. It contains a 21-bit accumulator and a 1-bit selector, 
which is controlled by the output of the BBPD. The FSM output increases or decreases 
by a during each clock period. The value of a is controllable to caliber the gain of the 
integral path. The bandwidth of the digital path must be much smaller than that of the 
analog path, so that the digital integral path mostly performs frequency acquisition 
like a large signal behavior in the overall system, while the analog proportional-gain 
path performing phase tracking like a small signal behavior in the linear system.

Figure 17.11 shows the schematic of the programmable charge pump followed by 
a differential loop filter. The differential loop filter is designed to minimize noise 
coupling and enhance the linearity of the charge pump output. The charge pump 
contains four switches to control the current outputs from 40 to 160 μA in differen-
tial. Current sources with a cascaded output stage improves linearity and matching 
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with high output impedance. NMOS transistors M8, M13, and M24 are in triode region 
for common-mode feedback to set the common-mode voltage VCM of the differen-
tial charge pump.

17.3.2 2.08 Mb/s gfsk hybRiD-looP Phase MoDulatoR

Thanks to the TDC-less architecture, a digital-intensive modulator can be designed 
without using an advanced CMOS technology. Figure 17.12 shows the block diagram 
of the 2 GHz 2.08 Mb/s GFSK modulator designed in 180 nm CMOS. Similar to the 
previous design, the integral path is implemented by a BBPD, an FSM, a high-path 
ΔΣ modulator, and a DAC for frequency tracking. In order to reduce the nonlinear 
effect from the DAC control path, the modulation path is controlled separately as 
shown in Figure 17.12.

Compared with 65 nm CMOS, the DCO design in 180 nm CMOS has difficulty in 
generating the fine frequency resolution with a wide linear tuning range. Therefore, a 
current-steering DAC-based digital control is implemented as shown in Figure 17.13. 
The 6-bit DAC has the 3-bit thermometer code in the MSB part and 3-bit binary code 
in the LSB part with the output range of 0.35–1.25 V. The DAC is designed to work 
at one-fourth of the VCO frequency. The analog VCO gain controlled by the differ-
ential loop filter is about 25 MHz/V. The frequency range controlled by the DAC is 
about 32 MHz with the gain of 500 kHz/LSB. The differential spiral inductor of 2.4 
nH is realized by two asymmetric inductors in series as illustrated in Figure 17.13. 
With the 5-bit binary-weight MIM capacitor array for the coarse frequency control, 
the tuning range is about 1.7–2.1 GHz. The fine frequency resolution for the high-
pass modulation signal is about 125 kHz/LSB. The tuning range of 4 MHz is wide 
enough for the 2.08 Mb/s GFSK modulation whose frequency deviation is 665 kHz.
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17.4 EXPERIMENTAL RESULTS

17.4.1 270.8 kb/s gMsk hybRiD-looP Phase MoDulatoR

A prototype 1.8 GHz ΔΣ PLL with the hybrid-loop control for 270 kb/s GMSK two-
point modulation is implemented in 65 nm CMOS. The chip micrograph is shown in 
Figure 17.14. It occupies an active area of 0.47 mm2 in which the area of the D/VCO 
is about 0.35 mm2 and the area of the analog loop filter is less than 0.018 mm2. The 
resistor R1 for the proportional gain and the capacitor C1 for the third pole are exter-
nal to have flexible bandwidth control for the prototype PLL testing. The equivalent 
on-chip area of both passive devices (R1 = 5 kΩ, C1 = 75 pF) is 0.024 mm2, which is 
considered negligible even with fully on-chip implementation. The GMSK modulated 
data generated by the FPGA are fed to the low-frequency modulation path and the 
high-frequency modulation path of the ΔΣ PLL.

Figure 17.15 shows the measured output spectrum at 913.2 MHz with and with-
out the digital integral path. When the digital integral path is disabled, the PLL 
has the same loop dynamic behavior as the type-I PLL, which exhibits a large 
static phase offset or a large reference spur for center-deviated output frequencies. 
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FIGURE 17.15 Measured reference spur with and without digital integral path.
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FIGURE 17.14 Chip micrograph of the GMSK modulator.
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When the digital integral path is enabled, the reference spur is reduced from −60.1 
to −67.4 dBc, verifying that the digital integral path carries the frequency infor-
mation like the conventional type-II PLL.

Figure 17.16 shows the measured closed-loop phase noise at 913.2 MHz output 
frequency. The measured in-band phase noise is about −85 dBc/Hz with the loop 
bandwidth of 40 kHz. The out-of-band phase noise is −117 dBc/Hz at 400 kHz offset 
frequency. When the phase noise is integrated from 10 kHz to 100 MHz, the inte-
grated phase error is 0.92°rms. To check the capability of the linear bandwidth control 
with the programmable charge pump, the charge pump current is reduced by half 
and phase noise is compared to the original one as shown in Figure 17.17. The loop 
parameters are the same as the previous condition in Figure 17.17 except the high-
order poles are slightly reduced to have the optimum phase noise performance for 
both bandwidths. The upper plot represents the phase noise measured with the charge 
pump current of 80 μA, and the bottom plot is measured with the charge pump cur-
rent of 160 μA. The measured loop bandwidths are 20 and 40 kHz, respectively. It 
shows that the loop bandwidth is linearly changed corresponding to the charge pump 
variation. Note that noise peaking near the bandwidth is not observed for both cases, 
showing that the overdamped loop is obtained with the digital integral path.

Figure 17.18 shows an output spectrum with 270.833  kb/s GMSK modulation. 
The measured spectral density at 200 and 400 kHz offsets are −36 and −63.5 dBc, 
respectively, with the resolution bandwidth of 30 kHz, showing that the modulated 
output spectrum satisfies the GSM transmitter requirement with 3.5 dB margin at 
400 kHz offset frequency.

FIGURE 17.16 Measured phase noise performance.
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FIGURE 17.17 Measured phase noise with two different bandwidths.
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FIGURE 17.18 Measured output spectrum with GMSK modulation.
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The proposed modulator consumes 6.9 mW from a 1 V supply where the D/
VCO consumes 5.1 mW and the digital blocks consume 0.9 mW. The power and 
area of the proposed modulator are comparable to those of recent ADPLL-based 
modulators. It shows that the proposed hybrid-loop architecture offers a good way 
of realizing digital modulation while avoiding the complicated design effort for the 
high-performance TDC.

17.4.2 2 Mb/s gfsk hybRiD-looP Phase MoDulatoR

A 2.08  Mb/s hybrid-loop GFSK modulator is implemented at 2 GHz carrier fre-
quency with 180 nm technology. The chip micrograph is shown in Figure 17.19. The 
active area of the modulator is 1.63 mm2. The 2.08 Mb/s GFSK baseband modulation 
signal is generated by FPGA with the modulation index of 0.32.

Figure 17.20 shows the phase noise of the loop at 2.005 GHz with 50 MHz refer-
ence clock. The in-band noise performance is about −88 dBc/Hz with 100 kHz band-
width, and the out-band noise at 3 MHz offset is about 131 dBc/Hz. The fractional 
spur at 1.3 MHz is about −71 dBc with the digital integral path enabled as shown 
in Figure 17.21. It shows about 13 dB improvement of the fractional spur with the 
hybrid loop control. Figure 17.22 shows the reference spur performance of −80 dBc 
with the PLL bandwidth of 100 kHz.

Figures 17.23 and 17.24 show the measured output spectra, the constellations, 
the EVM values, frequency deviation, and the eye diagrams with 2.08 Mb/s GFSK 
modulation. The RMS EVM value of 3.31% and the peak EVM value of 9.4% are 
achieved. The semidigital modulator draws a current of 26 mA from a 1.8 V supply.
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FIGURE 17.19 Chip micrograph of the GFSK modulator.
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FIGURE 17.20 Measured phase noise performance of the 2 GHz semidigital PLL.
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17.5 CONCLUSION

In this chapter, we present a hybrid-loop two-point phase modulator by utilizing a semi 
digital ΔΣ PLL and avoiding the complex TDC, which can also enable the digital-
assisted calibration and offer technology scalability like the ADPLL. The simulation 
results and analyses show that nearly the same features of the ADPLL-based modulator 
can be achieved with the hybrid-loop architecture. The TDC-less semi-digital ΔΣ PLL 
with the fully differential linear gain path is implemented in 65 nm CMOS, consuming 
a 6.9 mW from a 1 V supply. When the 270.833 kb/s GMSK modulation is applied, the 
proposed hybrid modulator meets the spectrum mask requirement for GSM standards 
with 3.5 dB margin at 400 kHz offset frequency. In addition, we present a 2 GHz 
hybrid loop modulator implemented in 180 nm CMOS. The RMS EVM achieves 3.31% 
with 2.08 Mb/s GFSK modulation, proving that the proposed TDC-less architecture is 
also suitable for the low-cost design. The experimental results show that the proposed 
hybrid-loop architecture offers an alternative way of realizing digital modulation while 
avoiding the complicated design effort for the high-performance TDC.
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18 Low-Noise PLL-Based 
Frequency Synthesizer

Youngwoo Jo, Dongmin Park, 
Pyoungwon Park, and SeongHwan Cho

18.1 INTRODUCTION

Frequency synthesizer is an essential building block in wireless transceivers. Without 
a stable frequency reference, reliable communication cannot be established. As with 
other circuits in wireless transceivers, specifications of the frequency synthesizer 
are becoming more stringent with the introduction of advanced communication 
standards of high data rate. For example, long term evolution (LTE) using orthogo-
nal frequency division multiplexing (OFDM) with multilevel QAM requires much 
lower phase noise than what was required for a 3G standard. In addition to noise, 
power consumption is another important, if not the most important, factor that needs 
to be considered. As with any other analog circuits, there exists relationship between 
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noise and power that must be carefully traded off to achieve a good frequency syn-
thesizer. The goal of this chapter is to understand these relationships and investigate 
some of the low-noise techniques that can overcome existing trade-offs between 
power and noise. The remainder of the chapter is organized as follows. We first 
introduce the basics of phase-locked loop (PLL) by explaining the fundamentals of 
an integer-N PLL. Next, low-noise techniques are explored for integer-N PLLs and 
its components, which include subsampling PLL, injection-locked oscillator, and 
multiplying delay-locked loop (MDLL). Then, principles of fractional-N PLL based 
on delta-sigma modulator (DSM) will be studied, followed by several approaches 
that reduce the quantization noise of the DSM, which are noise canceling, noise 
shifting, and noise filtering. Finally, fractional-N synthesizers that incorporate low-
noise integer-N PLL techniques will be discussed. The readers should note that the 
techniques investigated in this chapter can be applied for both analog and digital 
PLL-based frequency synthesizers. Experienced readers are recommended to skip 
Sections 18.2 and 18.4, which describe the basics of PLLs.

18.2 BASICS OF PLL

For simplicity, a PLL can be best described as the process of adjusting a clock at 
home or a watch on a wrist. As there is inevitable error in the clock, it must be cali-
brated every now and then by using a more accurate clock (usually from the Internet 
or TV, which receives the time information from a much more accurate clock, e.g., 
cesium clock in Boulder, CO). This is essentially what a PLL is; the clock being 
adjusted is the voltage-controlled oscillator (VCO) that produces the desired fre-
quency and the more accurate clock is the reference oscillator that is usually a crystal 
oscillator. During the times when clock is not calibrated, noise will be accumulated 
in the clock, resulting in timing error. Obviously, the more often the clock is cali-
brated, the more accurate (or less noisy) it will be.

For a more rigorous understanding, consider the block diagram of a PLL 
shown in Figure 18.1. The VCO produces output signal whose frequency is pro-
portional to the input control voltage and the divider generates a signal that is 
divided in phase and frequency. The phase detector produces phase difference 
between the divided clock and the reference clock, which is processed by the 
loop filter and fed to the VCO. Thus, a PLL is basically a negative feedback loop 

Reference clock Phase error Control voltage

PLL output clock
Loop filterPFD

Divided clock

÷N

FIGURE 18.1 Basic block diagram of a PLL.
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in which, when in lock, the frequency difference between the inputs to the PD 
becomes zero and fout becomes N times fref.

As the main goal of this chapter is to reduce the noise of a PLL, let us first inves-
tigate the noise of individual components and look at how these noises are processed 
or filtered by the PLL before they show up at the output.

In a VCO, phase noise is generated due to the circuit’s intrinsic thermal and 
1/f noise. As VCO is an integrator from the input control voltage to output phase, 
thermal noise referred at the input is integrated to output phase noise. Thus, a 
white spectrum will be multiplied by 1/s and result in a phase noise plot shown in 
Figure 18.2. Another way to understand this mechanism is to think of an ordinary 
clock. Suppose you deliberately added some disturbance to the clock at some time 
instant so that the minute hand was pushed by 1 min behind. Obviously, even after 
the disturbance is gone, the clock will lag by 1 min forever. What has happened is 
that the impulse noise turned into a step error at the output, implying integration 
action that is inherent in an oscillator. Therefore, an oscillator will have phase noise 
that is integral of noise added at its input. The purpose of the PLL is to reduce or 
bound this noise by comparing the output clock with a less noisy clock as shown 
in Figure 18.2.

Divider usually does not add much noise. Its noise is much lower than that of the 
oscillator and can be neglected in most cases. (However, it can be important for far 
out-band noise.) One important thing about divider is that its resolution depends on 
the phase resolution of the oscillator. That is, if the divider operates based on the ris-
ing edges of the VCO, then the divider can only perform integer-valued division (thus 
the name integer-N frequency synthesizer). However, if it operates on falling edges 
as well, and assuming that the VCO output has 50% duty cycle, division values of 
N + 0.5 are possible, where N is an integer. If more phases are available, then resolu-
tion can be improved accordingly. (That is, if M phases are available within a VCO 
period, then divider resolution of 1/M is possible.) Such property will be important 
for fractional-N frequency synthesizers.

Phase frequency detector (PFD), charge pump (CP), and loop filters add thermal 
noise and 1/f noise to the PLL. These noises are multiplied by the division value N 
and also scaled by the PD gain. Thus, reducing N as well as increasing the PD gain 
helps reduce the noise at the output of the PLL.

The transfer functions from each of the noise sources to the PLL output are shown 
in Figure 18.3 for a type II PLL. It can be seen that while noise before the VCO goes 
through a low-pass filter, noise added after the VCO, the phase noise, is high-pass 
filtered.

Frequency offset

Free running VCO

PLL

PSD

Carry VCO
PLL

VCO
PLL

Loop BW

–20 dB/dec

–30 dB/dec

FIGURE 18.2 Typical phase noise of oscillator and PLL.
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18.3 LOW-NOISE INTEGER-n PLL TECHNIQUES

A typical way to lower the output noise of a PLL is to minimize the noise of the indi-
vidual components and choose a loop bandwidth so that the filtered sum of the noises is 
minimized. In practice, the out-band noise of a PLL is dominated by the VCO and in-
band by the PFD and CP noise. These noises are low-pass and high-pass filtered by the 
PLL, respectively, and show up at the output. For minimum noise, a rule of thumb is to 
choose a cutoff bandwidth as the frequency at which the VCO phase noise and PFD/CP 
noise cross, as shown in Figure 18.4. A larger bandwidth will increase the noise con-
tribution from the PFD/CP while a lower bandwidth will increase that from the VCO.

Bandwidth optimization is a basic process that should be employed in all low-
noise PLLs. In recent research, other techniques have been suggested to reduce the 
noise that overcomes power or bandwidth limitations. Some of the methods that are 
noteworthy are injection-locking, MDLL, and subsampling PLL.

18.3.1 injection-lockeD oscillatoR

When an oscillator is coupled to another oscillator in some way, its frequency can 
be synchronized to the other oscillator and in such case the oscillator is said to be 
injection-locked. Such phenomenon has been observed more than 300 years ago in 
pendulum clock by a Dutch scientist named Christiaan Huygens and more recently in 
electrical oscillators by Adler and others. An interesting property of injection-locking 
is that it can occur not only by the fundamental frequency of an oscillator but also in 
the subharmonics or superharmonics, and thus it can be employed in frequency mul-
tipliers and dividers. Another important property of injection-locked oscillator is that 
its phase noise can be reduced to that of the low-noise source as shown in Figure 18.5. 
In time domain, it can be considered that the clean source removes the accumulated 
jitter every time injection occurs. Thus, many researchers have exploited this prop-
erty to achieve low-noise oscillators and PLLs. Unfortunately, there is a critical issue 
if injection-locked oscillator is to be used in a PLL, which is due to timing error of 
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the injection that leads to a large reference spur. In a PLL employing an injection-
locked VCO, there are two conflicting paths that adjust the VCO phase, which are 
the feedback path of the PLL and the injection path. While the PLL tries to control 
the VCO phase so that its divided output is aligned with the reference, the reference 
injection path tries to align the VCO phase itself with the source. As there is propaga-
tion delay in both injection path and the divider, there will be conflict between these 
two paths and thus a large reference spur will be produced. To avoid timing errors, 
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FIGURE 18.4 Optimum loop bandwidth for a PLL.
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FIGURE 18.5 Injection-locked oscillator: (a) block diagram and (b) timing diagram.
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several techniques have been proposed, which basically add another feedback or 
calibration to adjust the timing [1]. However, it should be noted that even with the 
calibration, reference spur is no better than a PLL without injection-locking.

While such technique reduces the phase noise in integer-N PLLs, it cannot be 
applied to fractional-N PLLs.

18.3.2 MultiPlying Delay-lockeD looP

In an injection-locked oscillator, the rising edge of the output signal is forced to change 
its position by a low-noise reference. If one can replace the output signal by the refer-
ence instead of changing its position, injection strength will be maximized. Although 
replacement of an edge is not possible in an LC oscillator, it can be implemented in 
for a ring VCO shown in Figure 18.6. It can be seen that the ring VCO is actually a 
delay line in a feedback loop with a multiplexer so that the rising edge of the oscillator 
is periodically replaced by that of the reference clock [2]. Thus, jitter accumulation is 
removed in every reference clock. This architecture is called the multiplying DLL as 
the ring oscillator operates in a DLL mode. Nevertheless, this architecture also suffers 
from the same problem of timing mismatch between the reference injection and PLL.

18.3.3 subsaMPling Pll

The two methods just described reduce the noise of the VCO that determines the out-
band noise of the PLL. Here, we look at a method that can reduce the in-band noise. 
As described in the previous section, the in-band noise coming from PFD and CP is 
inversely proportional to the PD gain. Hence, a straightforward method to improve 
the noise is to have higher gain in the PD. This can be accomplished by using large CP 
current, but that will result in increased power consumption. A power-efficient way 
to increase the PD gain is to use subsampling PD [3]. In a subsampling PLL shown 
in Figure 18.7, the output voltage of VCO is sampled by the reference frequency. As 
the slope of the VCO output is very high, even a slight jitter will cause large change 
in the output voltage. Thus, the gain of the PD is very high and consequently, in-band 
noise from PD and CP will be reduced. One problem of the subsampling PLL is that 
its locking range is limited. To solve this issue, a combined approach of using tri-
state PFD and subsampling PD has been proposed in [4], which increases the locking 
range and still achieves low in-band noise from the large gain of the subsampling PD.

Clean reference CLK
(b)

PLL output CLK

Phase reset

(a)

Out

Out

Ref.

Select
logic

0
1

Charge
pumpPD Loop

filter

÷N

FIGURE 18.6 MDLL: (a) block diagram and (b) timing diagram.
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18.4 FRACTIONAL-n PLL

In an integer-N frequency synthesizer, frequency resolution is determined by the 
reference frequency. For example, if 10 kHz of resolution desired for output fre-
quencies from 2.4 to 2.5 GHz, then a reference frequency of <10 kHz must be used, 
which leads to division value exceeding 240,000. Such requirement poses a couple 
of important problems. First is that a loop bandwidth is limited to fref /10, which 
result in very slow settling time and limited filtering of VCO phase noise. The sec-
ond problem, which is more problematic, is the multiplication of noise. As seen in 
the previous section, in-band noise sources will be increased by a factor of 240,000, 
which translates to 108 dB. Such increase in noise is not acceptable, and in order to 
solve this issue, frequency resolution must somehow be decoupled from the refer-
ence frequency. This can be accomplished if fractional division is possible. While 
fractional divider can be implemented using phase interpolators, it suffers from mis-
match and thus causes large fractional spur at the output. While there have been 
recent improvements in fractional dividers using digital-to-time converters, a more 
commonly used approach is using an oversampled DSM to control the division value 
of the multimodulus integer divider as shown in Figure 18.8. Basically, the DSM 
receives a fractional frequency control word between 0 and 1, and produces a quan-
tized bit stream of 0 or 1 to change the division value by N or N + 1. The output bit 
stream is generated in such a way that its average is equal to the input word and the 
quantization noise is pushed to high frequency. As division modulus, together with 
the quantization noise, is averaged or low-pass filtered by the PLL, the desired fre-
quency can be achieved with good spectral purity. Another way to understand this 
architecture is to consider the DSM as an oversampled analog-to-digital converter 
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(ADC) since it quantizes the input signal. Consequently, the PLL can be viewed as 
an oversampled digital-to-analog converter (DAC) since it receives digital input and 
produces analog output either as the control voltage or as the output frequency.

It can be shown the phase noise at the output of the PLL due to quantization noise 
of the DSM can be represented as the following equation:
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where
S qnΦ  is the PSD of the phase error due to quantization noise
Q(  f  ) is the PSD of the output bit stream of the DSM
H(  f  ) is the transfer function of the synthesizer from the reference phase input to 

the output

Note that when the quantization noise of the DSM is converted into phase in the 
PLL, it inherently goes through integration and normalization process. Thus, the 
quantization noise of an mth order DSM shows up at the output as if it were an 
(m − 1)th order noise shaping.

Another problem of DSM-based fractional-N frequency synthesizer is the frac-
tional spur. In practice, the output bit stream of the DSM contains some periodic 
patterns depending on the input due to finite bit width of adders and accumulators 
in the DSM, the nonlinearity of the PLL as well as the fact that input is DC. While 
patterns of short period create spurs that can be filtered by the PLL, those with long 
period create spurs within the bandwidth of the PLL, severely deteriorating the out-
put spectrum. In order to reduce these fractional spurs, several techniques exist such 
as dithering the LSB of the DSM using a pseudorandom bit sequence or resetting the 
register of the DSM. A more powerful method is to use quantization noise canceling 
or shifting that will be discussed in the next section.

÷N/N + 1

DSM
1 0 0 1 1    0 0

FCM: α

Loop
filter

PFD/CP
or

TDC

ΦREF

ΦDIV

fout

FIGURE 18.8 Block diagram of a DSM-based fractional-N PLL.
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18.5  LOW-NOISE FRACTIONAL-n PLL USING 
NOISE CANCELLATION

Although quantization noise of the DSM is pushed to high frequency and low-pass 
filtered by the PLL, it can be a problem if PLL has a wide-loop bandwidth. A large 
loop bandwidth is desirable when a frequency synthesizer is used as a high data rate 
phase or frequency modulator in a wireless transmitter or in a low-noise frequency 
synthesizer where VCO phase noise is dominant and in-band noise is low enough as 
shown in Figure 18.9. In such cases, bandwidth needs to be increased. While this can 
be done easily in an integer-N PLL, it cannot be done in a fractional-N PLL due to 
the quantization noise.

In order to suppress the quantization noise from the DSM, several approaches 
have been introduced in the past, which can be categorized as noise canceling, 
noise shifting, and noise filtering. Noise canceling exploits the fact that the quan-
tization noise of the DSM is deterministic and can be subtracted while noise shift-
ing simply exploits the property of oversampled converters that higher operating 
frequency will push the noise to higher frequencies. Noise filtering adds FIR filter 
to the quantization noise in a way that it does not disturb the loop stability or other 
core properties of the PLL. These techniques will be investigated in the following 
subsections.

18.5.1 noise cancellation in voltage DoMain

The basic concept of a quantization noise-canceling fractional-N PLL is shown in 
Figure 18.10. Since the output of DSM is a deterministic signal, quantization noise 
can be estimated precisely and canceled by the process shown in Figure 18.10a. In 
the noise-cancellation path, quantization noise is first calculated and integrated to 
achieve the corresponding phase error. Next, the phase error is multiplied by a gain 
and converted into charge by a DAC, which is a pulse-driven current DAC to match 
the charge from the CP. Note that the PFD and CP can be replaced by a TDC for digi-
tal PLLs, in which case DAC can be omitted and noise subtraction be done in digital 
domain. The timing diagram of the cancellation process is shown in Figure 18.10b, 
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Loop BW

FIGURE 18.9 Effect of quantization noise on loop bandwidth.
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assuming that the DSM is a first order (i.e., accumulator). Despite the simple con-
cept, several problems exist. First is that due to stringent noise requirements of the 
frequency synthesizer, the cancellation path must be very precise. As can be seen 
in the block diagram, the limitation comes from the performance of the DAC in 
its linearity and resolution. Note that while a DAC is absent in digital PLLs, same 
problem exists for the TDC. Second, the gain between the PLL and the cancellation 
path must be equal for perfect cancellation. As the PLL consists of analog blocks, the 
gain cannot be known a priori. Again, this is also a problem for digital PLL as well 
since TDC gain is unknown.
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FIGURE 18.10 Quantization noise canceling fractional-N PLL: (a) block diagram and 
(b) timing diagram.
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In order to improve the performance of the DAC, a widely used technique is the 
dynamic element matching (DEM). By shuffling the unit cells of the DAC, mismatch 
can be averaged out and the linearity can be improved.

Although employing a high-performance DAC improves the quantization noise 
performance, its performance is still limited as there is inevitable mismatch between 
the output of the cancellation DAC and the output of the PFD/CP. To solve this issue, 
Meninger and Perrott [5] propose a cancellation method that shares the PFD/CP 
in the cancellation path to achieve inherent matching between cancellation signal 
and error waveform. It uses mismatch compensated hybrid PFD and DAC circuit 
to achieve self-aligned cancellation of quantization noise as shown in Figure 18.11, 
where quantization noise is subtracted using the same CP used in the PLL. The CP 
is driven by a pulse that has a constant pulse width equal to one VCO period but has 
different magnitude that corresponds to the quantization noise. As a result, 29 dB of 
quantization noise suppression is achieved for 1 MHz bandwidth without using any 
calibration.

If quantization noise cancellation technique is to be used in general, for exam-
ple, to digital PLLs, there must be a systematic means to solve the gain mismatch 
between the cancellation path and the PLL. An adequate solution to this problem can 
be provided by using adaptive filter based on least mean square (LMS) algorithm as 
shown in Figure 18.12. It basically monitors the output of the canceled quantization 
noise by looking at the loop filter and by correlating it with the phase error, the gain 
of the DAC is adaptively adjusted so that the mean square error is minimized [6]. 
This technique can be useful for digital PLLs where TDC gain is unknown. One 
drawback of this approach is that a large settling time is necessary.

18.5.2 noise cancellation in Phase DoMain: fRactional DiviDeR

Quantization noise can also be canceled using digitally controlled delay line as 
shown in Figure 18.13. Instead of using DAC that removes the quantization noise 
in charge domain, the delay line does the same in phase domain and the delay line 
combined with the integer divider can be considered as a fractional divider [7]. In 
practice, similar problems of charge domain noise cancellation also exist. Precise 
control of delay line is difficult and thus nonlinearity, resolution, and gain match-
ing need to be solved. Similarly, DEM- and LMS-based algorithms can be used to 
overcome these problems.

UpQD
R

QD
R

Q

Q

D

D

QD R

Ref.

DIV
DIVRetimed

DIVDAC

VCO

TD

Down

DAC
2n

TVCO

Charge
pump
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18.6 LOW-NOISE FRACTIONAL-n PLL USING HIGH-OSR DSM

Previous techniques of noise cancellation improve the noise performance of the PLL. 
Unfortunately, it requires precise analog circuitries for noise cancellation that require 
sophisticated analog circuitry and algorithms. In this section, we look at an alterna-
tive approach of reducing the quantization noise without using noise cancellation.

As can be seen in Equation 18.1, quantization noise is inversely related to the 
operating frequency of the DSM. Thus, if reference frequency is increased, then 
lower quantization noise can be achieved at the output of the PLL, as shown in 
Figure 18.14. With a third-order DSM, increasing the operating frequency results in 
noise reduction of 12 dB/octave. Furthermore, spur also moves to higher frequencies 
where it can be suppressed by the low-pass nature of the PLL.

18.6.1 fRactional-N fReQuency synthesizeR using Qns

One way to shift the quantization noise to higher frequency is shown in Figure 18.15. 
This architecture is fundamentally different from a conventional fractional-N syn-
thesizer in that it does not use a multimodulus divider to achieve fractional division, 
but rather it directly injects modulated charge on to the loop filter to balance the 
residual error from the fixed integer divider [8]. Unlike the noise canceling archi-
tecture, the modulation path does not cancel the quantization noise, but rather it is 
responsible for the dithering operation and hence quantization step is not limited 
to the VCO period. While this approach removes the need for a fractional divider, 
amount of quantization noise shifting is limited by the frequency multiplier, which 
was implemented using a circulator for M-times multiplication.

Q-noise of DSM

100 101 102 103 104 105
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–40

–60

–80
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FIGURE 18.14 Effect of quantization noise shifting due to 10× reference frequency 
multiplication.
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18.6.2 fRactional-N fReQuency synthesizeR using nesteD Pll

Another way to increase the operating frequency of the DSM is to split the feed-
back divider into two as shown in Figure 18.16. The first divider is a dual modulus 
divider while the second divider is a fixed divider. As can be seen, the DSM runs at 
N2 times the reference frequency, and thus, its noise is shifted to higher frequencies. 
Unfortunately, such scheme will not work due to noise aliasing owing to the second 
divider. As shown in the timing diagram, the second divider performs moving sum 
and downsampling of the input edges. While moving sum provides a low-pass filter, 
downsampling folds high-frequency noise back to low frequency, which destroys 
quantization noise shaping provided by the DSM. In order to avoid such noise fold-
ing, an antialias filter is needed in the phase domain, which can be implemented 
using a PLL shown in Figure 18.17.

The block diagram of the nested PLL that employs another PLL in the feedback 
path is shown in Figure 18.18. As a PLL acts as a low-pass filter in phase domain, it 
suppresses the high-frequency noise of the DSM before it is aliased by the second 
divider.
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FIGURE 18.15 Block diagram of fractional-N PLL using reference frequency multiplier.
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gram and noise aliasing.
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The advantage of the fractional-N synthesizer using nested PLL is that quantiza-
tion noise is reduced without any sophisticated analog circuits, for example, high-
performance DACs, and also does not require any calibration. Moreover, fractional 
spurs are also pushed to higher frequencies and suppressed by the PLL. However, 
it does add some design complexity in terms of stability and trade-offs in noise and 
power consumption. In regard to stability, there are two feedback loops and thus 
stability of each PLL must be guaranteed and their effect on one another must be 
analyzed. Assuming that both PLLs meet the traditional stability requirements (i.e., 
enough phase margin with loop bandwidth < fref /10), it can be shown that the band 
width of the sub-PLL must be larger than that of the main PLL by approximately 
two times. The fact that sub-PLL must have larger bandwidth than the main PLL 
is not surprising as in a conventional PLL the sub-PLL does not exist and thus its 
bandwidth can be considered very large.

÷N1/N1 + 1÷N2

LFMain
ΦOUT

CPMain

LFsub CPsub PEDsub

PFDMain

FCW: α
Fractional divider

Antialias filter
DSM
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FIGURE 18.17 Implementation of antialias filter using nested PLL.
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FIGURE 18.18 Nested PLL without antialias filter: (a) block diagram and (b) timing dia-
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When optimizing the parameters of the nested PLL such as the division value and 
loop bandwidth, noise and power trade-offs must be considered. In regard to choos-
ing the division values, if N2 is increased, quantization noise is pushed to higher 
frequencies, but at the cost of increased power consumption of the DSM and the sub-
PLL as they operate at higher frequencies. For the loop bandwidth, there is a trade-
off between aliased noise versus noise from the sub-PLL. In a nested PLL, there are 
additional noise sources compared with a conventional PLL, which are VCO and 
PFD/CP of the sub-PLL. While the noise of the PFD/CP is low-pass filtered twice 
by the main and the sub-PLL, VCO phase noise is high-pass filtered by the sub-PLL 
and then low-pass filtered by the main PLL as shown in Figure 18.19. If a ring VCO 
is used in the sub-PLL, then its phase noise will dominate the noise from the sub-
PLL. Thus, a large loop bandwidth should be used to suppress this noise. However, a 
large loop bandwidth of the sub-PLL will increase the amount of noise folding. Thus, 
trade-off between these two noise sources must be carefully considered to achieve 
the minimum noise. In [9], division values have been set to 2 and 4/5 for a reference 
frequency of 32 MHz and output frequency of 2.4 GHz. Quantization noise suppres-
sion of 26 dB has been achieved.

Lastly, the main advantage of the nested PLL compared with the cascaded PLL, 
which we study next, is that the VCO phase noise of the sub-PLL can be reduced 
as a large loop bandwidth is possible due to the high reference frequency of N fref2. . 
In cascaded PLLs, reference frequency is small and thus the amount of VCO phase 
noise filtering is limited.

18.6.3 fRactional-N fReQuency synthesizeR using cascaDeD Pll

The operating frequency of the DSM can be increased by having a frequency multi-
plier before the fractional-N PLL. Another benefit of such architecture is that it helps 
to reduce the noise of PFD, CP, and the divider in the fractional-N PLL since its 
division value is reduced by the reference frequency multiplication factor. In detail, 
the rise/fall time of the PFD and divider is the same regardless of the reference fre-
quency and hence the amount of white noise at every transition is the same, no matter 
what the reference frequency is. When the reference frequency is doubled, however, 
the white noise is generated twice as often and thus the absolute noise power at 
the PFD or divider output is increased by 3 dB. But the gain from the PFD and the 
divider to the output of the PLL is reduced by 6 dB due to the halved multiplication 
factor. Therefore, the white noise at the output of the PLL due to the PFD and divider 
is improved by 3 dB with the doubled reference frequency. Similarly, the white noise 
from the CP is also reduced by 3 dB as the reference frequency is doubled if the CP 
current is the same. A frequency multiplier can be implemented in many different 
ways. One of the most efficient ways to generate higher frequency with a given input 
signal is to use a frequency doubler if both rising and falling edges of the input sig-
nal are clean. While it can be simply implemented using an XOR gate and a delay, 
the duty cycle of the input signal must be 50% or else there will be large spur at the 
doubler output.

An alternative way of implementing a frequency multiplier is to use an 
integer-N PLL as shown in Figure 18.20. The techniques reviewed in the previous 
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sections for low-noise integer-N PLL can be used, such as subsampling, injection-
locking, or MDLL. There are several issues to consider in choosing which tech-
nique to use for the low-noise frequency multiplier. If a ring oscillator is used for 
the integer-N PLL, then the appropriate technique will be either injection-locking 
or MDLL, as subsampling PLL reduces the in-band noise from the PD/CP and not 
the phase noise of the VCO that is dominant for a ring VCO-based PLL. Between, 
injection-locking and MDLL, MDLL is the right candidate since its injection 
strength is maximum and can easily be deployed in a ring oscillator. Note that if 
one is not concerned about the area, an LC-VCO can be used, which would result 
in lower noise and injection-locking and/or subsampling technique can be used 
to further improve the noise. However, there are some design issues that must 
be considered. First, if the output frequency of the integer-N PLL is sub-GHz, 
then implementing an LC-VCO is not very efficient in power or area as on-chip 
spiral inductors have low-Q and large area as frequency is reduced. While one 
can use an LC-VCO running at several GHz and use the divided output, it not 
only adds power consumption but injection-locking could occur by the LC-VCO 
of the fractional-N synthesizer, for example, through substrate coupling, as two 
LC-VCOs are physically close together. Even if injection-locking did not occur, 
undesired spurs can be created due to nonlinear mixing process near the vicin-
ity of injection-locked regime. This phenomenon can occur not only between the 
fundamental outputs of the two LC-VCOs but among their subharmonics as well, 
and thus the frequency of the LC-VCOs must be chosen carefully. In this subsec-
tion, the MDLL technique investigated is more area efficient and does not suffer 
from such problems.

As mentioned earlier, an MDLL removes the accumulated jitter of a ring oscilla-
tor but suffers from timing mismatch between reference injection and the feedback 
loop that will incur a large reference spur. The timing errors in reference injection 
are described in Figure 18.21, where we assume that the PLL is locked to a frequency 
of f0 = 1/t0, and the delays incurred by feedback divider and the injection circuit are 
represented by tdiv and tinj, respectively. Assuming that there is no timing offset in the 
PFD, the divided output and the reference clock are aligned when the PLL is in lock. 
Thus, the VCO and reference clock are separated by tdiv when the PLL is in lock. If 
there is to be zero timing error and thus no reference spur, the replaced edge of the 
VCO by the reference injection must be positioned t0 from the previous edge, which 
implies that injection delay must be such that td + ti = t0. Unfortunately, meeting such 
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FIGURE 18.20 Block diagram of cascaded PLL.
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requirement is very difficult due to inevitable process, temperature variation, and 
device mismatch, and thus timing will occur at every reference cycle. Moreover, as 
this timing error is due to direct injection, it is not filtered out by the loop filter and 
thus causes a large reference spur.

One way to mitigate this problem is to employ a replica VCO, as shown in 
Figure 18.22. The key idea is that by sharing the control voltage of the PLL, the 
frequencies of the two VCOs are the same but their phase can be different and inde-
pendent. Hence, there will be no reference spur when the reference is injected to the 
replica.

Unfortunately, there will be mismatch between the VCOs, which will lead to 
frequency difference and hence reference spur will be created again. In [10], a dual-
pulse ring oscillator (DPRO) is used, which results in mismatch-free VCOs by using 
single ring delay line but employing two pulses inside. In contrast to what the name 
implies, DPRO is not an oscillator in the sense that it cannot start to oscillate on 
its own, but rather it is a delay line closed in a stable feedback loop. An example 
of a DPRO with reference injection is shown in Figure 18.23, where there are four 
inverter stages and a mux. As there is an even number of inverter stages, the loop 
will not start to oscillate. However, if a start-up pulse whose width is smaller than 
the delay of four inverters is injected through the mux, and the mux is switched to 
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FIGURE 18.21 Injection-locked oscillator: (a) block diagram and (b) timing diagram and 
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form a loop afterward, then the injected pulse will run around the loop indefinitely. 
Therefore, the DPRO can be effectively seen as an oscillator. An interesting property 
of the DPRO is that more than one pulse can be running around the loop as long as 
the pulses are spaced enough apart so that they do not interact with each other. An 
example is shown in Figure 18.23, where two pulses are injected. A key observation 
that needs to be made is that these two pulses have the same frequency as they go 
through the same inverters, but their phase can be different. This is the desired trait 
of two perfect replica VCOs and thus a DPRO can be considered as such.

The block diagram of the integer-N PLL using DPRO is shown in Figure 18.24 
together with its timing diagram. Initially, two pulses are generated and injected to 
the DPRO. The pulse in dotted line is used in the PLL for frequency locking while 
the other pulse in solid line is constantly replaced by the reference clock. Hence, the 
pulse used for PLL is noisy, like the VCO in conventional PLL, while the replaced 
pulse is much cleaner and thus used as a reference for the following fractional-
N synthesizer. The divide-by-two that follows the DPRO translates these pulses 
into rising and falling edges to be used in the integer-N PLL and the fractional-N 
synthesizer.

As a result, the cascaded PLL provides state-of-the-art performance. The synthe-
sizer generates 255 fs-rms jitter while dissipating 15 mW despite being implemented 
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FIGURE 18.23 DPRO: (a) block diagram and (b) timing diagram.
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in 0.13 μm CMOS. The reference spur is below −80 dBc, which is about 25–30 dB 
lower than typical PLL-based synthesizers.

18.6.4 techniQues foR low-PoweR DsM

While frequency shifting technique provides a calibration-free and mismatch-free 
way of lowering the quantization noise, its drawback is that the burden now is shifted 
to the DSM. That is, if reference frequency of the PLL is increased by M, not only 
does the DSM run at M times the frequency, but its frequency resolution is decreased 
by M. To compensate for the loss in frequency resolution, higher resolution DSM 
is necessary by log2 M bits. As the problem is digital in nature, use of advanced 
nanometer CMOS will eventually make it negligible in power and area. However, 
it is still worthwhile to investigate what can be done to reduce the area and power 
consumption of the DSM.

A higher resolution DSM requires large bit width in adders and accumulators, 
which dominate the power and area consumption. For example, a 16-bit input DSM 
requires adders of more than 20  bits for stability. To reduce the area and power 
consumption, a DSM architecture with reduced bit width adders can be used as 
shown in Figure 18.25b. The third-order 16b-input DSM consists of a two 4b-input 
first-order DSMs followed by an 8b-input third-order DSM. In the first-stage first-
order DSM, the last 4 bits of the 16-bit input are converted to 1b carry output, which 
goes to the carry input of the following first-order DSM. The second-stage first-
order DSM generates 1b carry output in the same manner. The output of the second 
stage is combined with the first 8 bits of the 16-bit input and the following third-
order DSM generates the third-order noise-shaped 1b output. Note that it is easy to 
increase the resolution of the proposed DSM by cascading more 4b-input first-order 
DSMs, whose area and power consumption is small. As a result, this 16-bit input 
DSM occupies one-third the area and consumes one-sixth the power of the conven-
tional DSM.
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FIGURE 18.25 (a) Block diagram of conventional third-order DSM and (b) block diagram 
of power-efficient third-order DSM.
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18.7 QUANTIZATION NOISE FILTERING IN FRACTIONAL-n PLLs

Another approach to reduce the quantization noise is to use filtering. While filtering 
seems like an easy, obvious way to reduce undesired noise at high frequencies, care 
must be taken as inserting poles in the PLL will hurt its stability. As quantization 
noise from the DSM is the main culprit, a desirable technique would be to filter out 
the quantization noise only without altering the overall loop dynamics of the PLL. 
This can be accomplished by the finite-impulse response (FIR) filter-embedded 
PLL architecture shown in Figure 18.26, where digital FIR filter is added between 
the DSM and the frequency divider. By summing the quantization errors in analog 
domain with multiple PFDs and charge pumps, the DC gain of the FIR filter can be 
maintained to unity and quantization noise can be suppressed. In [11], 15 dB of noise 
suppression is achieved despite having a large loop bandwidth of 2 MHz.

18.8 SUMMARY

Various techniques have been investigated for low-noise frequency synthesizers. 
For integer-N PLL, subsampling architecture increases the gain of the PD and thus 
can reduce the in-band noise, while MDLL and injection-locking reduces the accu-
mulated jitter of VCO and thus can reduce the out-band noise. For fractional-N PLL, 
reducing the quantization noise and spur was the main problem, where techniques 
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such as noise canceling, noise shifting, and noise filtering have been  explored. 
Note that it is difficult to apply low-noise integer-N PLL techniques to a fractional-
N PLL because VCO output is not a subharmonic of the reference and thus there 
is inherent phase misalignment between the divided output of the VCO and the 
reference. Hence, injection-locking, MDLL, nor subsampling PD can be properly 
applied to a fractional-N PLL. However, some of the recent researches have shown 
ways to incorporate these techniques to fractional-N PLLs. For example in [12], a 
fractionally injection-locked PLL is introduced that exploits the multiphase output 
of a ring oscillator. In [13,14], fractional-N PLL using MDLL and subsampling is 
demonstrated, respectively, by employing a delay line to the reference clock so that 
phase misalignment can be removed. Lastly, a figure of merit (FoM) defined as 
FoM = 10·log [Jitter(s)2·Power(mW)], is shown for recent state-of-the-art PLLs in 
Figure 18.27.
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19 Low-Phase Noise 
Quadrature Frequency 
Synthesizer for 
60 GHz Radios

Wei Deng, Teerachot Siriburanon, Ahmed Musa, 
Kenichi Okada, and Akira Matsuzawa

19.1 INTRODUCTION

The unlicensed bandwidth between 57 and 66 GHz is released for multi-Gb/s and 
broadband communications. Figure 19.1 shows the 60 GHz frequency band allocation 
in the United States, Canada, Japan, Korea, China, and Europe. As it is known, this 
is the widest portion of radiofrequency spectrum ever allocated in an exclusive way 
for wireless unlicensed application that allows multi-Gb/s wireless communications 
[1–5]. In addition, due to the high path loss at 60 GHz and the peak of resonance of 
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the oxygen molecule, several wireless personal area networks (WPANs) are allowed 
to operate closely without interfering. On the other hand, significant advancements 
in CMOS technology permit one to consider utilizing the 60 GHz band for high data 
rate commercial application including short-range, wireless HDTC transmission.

There have been already several standards for 60 GHz wireless communication, 
including IEEE 802.15.3c [6], IEEE 802.11ad [7], ECMA-387 [8], wirelessHD [9], 
and (Wireless Gigabit Alliance) WiGig [10] standards. Each is formed by a differ-
ent community of potential users of technology. For example, an IEEE 802.11ad is 
one of the standards for implementing WLAN computer communication for Gb/s 
speed utilizing 60 GHz frequency band, and wirelessHD and ECMA are developed 
for streaming high-definition content between source and display devices. Most of 
the standards are focusing on very high speed communication (1–5 Gb/s) to enable 
wireless HDMI replacement.

Even though different standards are needed for different applications, an ability 
to operate across different standards is more preferable. These standards define 
four bands centered at 58.32/60.48/62.64/64.8 GHz, and ECMA-387 additionally 
defines channel-bonding bands centered at 59.4/61.56/63.72 GHz for higher data 
rates and more efficient constellations, as shown in Figure 19.2. In order to be 
compliant with these standards, millimeter-wave frequency synthesizers that can 
generate each of these carrier frequencies are required. Moreover, millimeter-wave 
frequency synthesizers with quadrature output for direct conversion architecture 
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FIGURE 19.1 The 60 GHz band frequency allocation worldwide.
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FIGURE 19.2 The 60 GHz band carrier frequency including channel bonding supporting 
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and TDD-supporting capability for more efficient spectrum/lower cost become 
increasingly critical and challenging.

Recently, a few PLLs were designed for 60 GHz wireless communication system. 
The authors in [11] propose a 60 GHz PLL using a QVCO oscillating at the fundamen-
tal frequency. Later, a PLL with push–push VCO followed by a hybrid coupler [12] 
was published. In [13], a PLL with a subharmonic VCO that is used to inject a sub-
harmonic quadrature injection-locked oscillator (ILO) is reported. Figure 19.3 depicts 
these simplified topologies for 60 GHz quadrature carrier frequency generation. As 
tabulated in Table 19.1, among these publications, PLL using subharmonic quadrature 
ILO is preferred due to the best phase noise performance at 60 GHz. However, due 
to inaccurate active/passive device modeling at millimeter-wave frequency band, it is 
difficult to guarantee the proper operation of the 60 GHz ILO, especially including 
process–voltage–temperature (PVT) variations. The typical lock range of quadrature 
injection-locked oscillator (QILO) is only about several hundred MHz. As a result, a 
small shift of free-running frequency caused by PVT variations can cause the QILO 
unable to lock to the input signal. Therefore, a calibration scheme is needed to tune the 
free-running frequency of QILO for robustness of its operation in various conditions.

TABLE 19.1
Comparison between Different Topologies for Generating 60 GHz 
Quadrature LO Signal for a Direct Conversion Transceiver

Architecture Phase Noise I/Q Error Area

QVCO at 60 GHz Poor Good Good

Push–push VCO at 30 GHz + PPF/HC Moderate Moderate Moderate

Subharmonic injection Good Good (with QILO calibration) Moderate

(b) VCO + PPF or HC

Poly phase
filter/hybrid

coupler

IPOS
INEG
QPOS
QNEG

(a) 60 GHz QVCO

IPOS

INEG

QPOS

QNEG

(c) Subharmonic VCO + QILO

60/N GHz OSC
60 GHz ILO

IPOS

INEG

QPOS

QNEG

FIGURE 19.3 Quadrature 60 GHz LO signal generation approaches.
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A conventional foreground calibration technique [11,14], which is operated only at 
startup, cannot track ILO frequency drift as temperature varies; thus, a background 
method that would automatically correct frequency drift by frequency feedback 
is needed inevitably. For TDD transceivers, one possible background calibration 
method is to calibrate the ILO for RX (TX) during TX (RX) time slots. Note that a 
typical TDD transceiver is composed of a transmitter and receiver that have separate 
ILOs for their own operation, as shown in Figure 19.4. In the TDD operation of an 
individual transceiver, once the transmitter is on, the receiver is off and vice versa. 
Therefore, once a transceiver is working in the transmitting mode, the free-running 
frequency of its ILO for the receiver part will be calibrated and vice versa.

As shown in Figure 19.5, if transceiver A (TRX A) is transferring data stream to 
transceiver B (TRX B), the data stream is divided into small packages. After the first 
package is transmitted to TRX B, an acknowledged package will be transmitted from 
TRX B back to TRX A to confirm that the first package was received successfully. 
TRX A will wait until acknowledged package is received completely before start-
ing to transfer the next package. The most crucial part of timing that poses a time 
restriction for calibration occurs when an acknowledged packaged is being sent and 
received from TRX B and TRX A, respectively. The reason is because this length 
of time has shortest interframe space (SIFS) and shortest package length (PCK). As 
a result, the calibration time is restricted by two SIFS, each having a length of 3 µs 
and one PCK, with a length of 1.2 µs for the IEEE 802.11ad standard. The total time 
restriction for ILO calibration is, therefore, 7.2 µs. Conventional millimeter-wave 
calibration method, as shown in Figure 19.8, is infeasible for calibrating ILO since 
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I Q
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FIGURE 19.4 The 60 GHz direct conversion transceiver front end.
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two calibration procedures (step 1: calibrate ILFD and step 2: calibrate ILO) are 
required to carry out sequentially, which is time consuming.

In this chapter, a 60 GHz frequency synthesizer with background calibration is 
proposed for millimeter-wave TDD transceivers [15–17]. Only one calibration pro-
cedure is required, which significantly reduces calibration time cost. The proposed 
frequency synthesizer operates for a wide frequency range from 58.1 to 65.0 GHz, 
which supports all 60 GHz channels, including channel bonding defined by IEEE 
802.15.3c, wirelessHD, IEEE 802.11ad, WiGig, and ECMA-387. This chapter is 
organized as follows: in Section 19.2, the proposed architecture is discussed. The 
following section describes the circuit implements in details. Section 19.4 demon-
strates experimental results of proposed 60 GHz frequency synthesizer. Finally, con-
clusion is summarized in Section 19.5.

19.2 PROPOSED ARCHITECTURE

The basic approach adopted in this chapter uses a 20 GHz PLL to inject a 60 GHz ILO, 
which is operated as a frequency tripler. As mentioned previously, the correct opera-
tion of the 60 GHz ILO cannot be ensured due to inaccurate active/passive device 
modeling and PVT variations. Therefore, in order to guarantee that the 60 GHz ILO 
can acquire the injection locking to the 20 GHz PLL properly, it is necessary to auto-
matically calibrate the free-running frequency of 60 GHz ILO to three times than the 
output frequency of the 20 GHz PLL.

During calibration, comparison between the derivative signal of 60 GHz ILO 
free-running frequency and 20 GHz PLL output frequency is involved. Figures 19.8 
and 19.9 show a conceptual diagram of the 60 GHz frequency synthesizer with 
digital calibration using injection-locked frequency divider (ILFD), and a mixer for 
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frequency reduction, respectively. Each one has its merits in terms of power dis-
sipation, chip area, PVT tolerance, and calibration time. For TDD systems, trans-
mitter (TX) and receiver (RX) operate in different time slots. Thus, the calibration 
of 60 GHz ILO for TX can be performed during RX time slots, and the calibra-
tion of 60 GHz ILO for RX can be performed during TX time slots. However, the 
time duration is limited to 7.2 μs only for each TX and RX slot according to IEEE 
802.11ad, imposing a strict requirement for the calibration time of the 60 GHz ILO. 
In Figure 19.6, the ILFD for frequency reduction would be calibrated first to ensure 
its functionality before performing 60 GHz ILO calibration. Then the total calibra-
tion time is significantly increased, which demonstrates the infeasibility of calibra-
tion using ILFD for frequency down-conversion.

In order to reduce the calibration time, frequency down-conversion using mixer is 
employed as shown in Figure 19.7. The process of calibration is carried out when the 
20 GHz PLL is locked. At the initial state or during TX time slots, the ILO for RX 
outputs its free-running frequency, and the output of ILO for RX is down-converted 
to a frequency around 20 GHz by a mixer, through doubling of the 20 GHz PLL 
injection signal. After two separate divider chains, the frequency coming from the 
output of mixer and the 20 GHz PLL are compared using digital calibration cir-
cuits. The output of digital calibration circuit directly controls the digital code for 
a digital-to-analog converter, giving rise to adjust the ILO free-running frequency. 
After several reference cycles, the 60 GHz ILO free-running frequency is closed to 

Calibration II

Calibration I

÷M÷N

20 GHz
PLL

ILFD

60 GHz ILO

FIGURE 19.6 Conceptual diagram of 60 GHz frequency synthesizer with conventional 
calibration method.

Calibration

60 GHz ILO

Mixer

20 GHz
PLL

÷N

×2

÷N

FIGURE 19.7 Conceptual diagram of 60 GHz frequency synthesizer with proposed calibra-
tion method.
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three times the 20 GHz PLL output. Considering the calibration of ILO for RX (TX) 
is performed at TX (RX) time slots, the calibration method can run as a background 
calibration to monitor the 60 GHz ILO frequency over temperature drift.

19.3 CIRCUIT DESCRIPTION

The proposed 60 GHz frequency synthesizer mainly consists of a 20 GHz PLL, a 
60 GHz quadrature ILO, a frequency down-converting circuit, and a digital calibra-
tion circuit. The block diagram of the proposed 60 GHz synthesizer is depicted in 
Figure 19.8.

19.3.1 20 ghz Pll

The 20 GHz PLL consists of a phase-frequency detector (PFD), a current-steering 
charge pump, a second-order on-chip low-pass filter, an LC-VCO with a tuning range 
of 17.9–21.7 GHz, followed by a divide-by-2 CML divider, a divide-by-3 E-TSPC 
divider, a digital divide-by-5 divider, and a digital multimodulus divider. The whole 
divide ratio can be controlled from 1620 to 1800 in steps of 30. This divide ratio 
combined with a 12 MHz frequency resulting from a halved off-chip 24 MHz refer-
ence enables synthesis of the required tones.

19.3.1.1 20G LC-VCO
The core VCO uses NMOS cross-couple architecture as shown in Figure 19.9. The 
inductor is designed using HFSS, and a model is constructed using measurement 
results from a standalone test structure. It is designed using a top metal to minimize 
via loss and has an inductance of about 240 pH and a quality factor of 14. The VCO 
is required to tune from 19 to 22 GHz to cover the required range, so the tuning part 
uses a 3-bit capacitor bank for discrete tuning and a varactor for continuous tuning. 
Switched varactors are used for discrete tuning since they have a higher quality fac-
tor than switched MIM capacitors at 20 GHz. Inverters are used to bias the gate of 
the varactors to avoid degradation in quality factor. The increase is due to the differ-
ent gate biasing for both ON and OFF states, which would shift its capacitance curve 
in both states so that it is maximized. Other means to increase would result in a much 
more degradation of the quality factor and an increase in parasitic capacitance. In the 
same figure, M1 and M2 form a negative resistance to compensate for the loss in the 
tank circuit and to ensure a reliable startup. M3 and M4 make up the current source 
and provide high impedance at the common node to improve phase noise.

19.3.1.2 PFD/CP/Loop Filter
The PFD consists of two latches and a delay reset path. The delay reset path elimi-
nates the dead zone of the PFD/CP, which reduces the resulting jitter. The charge 
pump utilizes a cascaded current source to improve current matching. Also, the 
reference current is supplied to allow for current adjustment. A second-order loop 
filter is adopted, followed by another filtering stage to further suppress ripples. Note 
that its pole is chosen to be much higher compared with the loop poles; this addi-
tional filtering does not impair loop stability. MOS capacitors with compensated 
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method are adopted for the large capacitors in the loop filter since they benefit from 
higher capacitance density per area compared with MIM capacitors. Thus, the loop 
filter area is reduced significantly.

19.3.2 60 ghz ilo

The circuit schematic of 60 GHz ILO [2] is shown in Figure 19.10. A quadrature 
60 GHz LO signal can be obtained due to a quadrature I/Q configuration. The free-
running frequency can be adjusted by a switched capacitor bank for coarse tuning 
and a varactor that is controlled by the calibration circuit for fine tuning. The 20 GHz 
PLL signal is injected through tail transistor of I oscillator.

19.3.3 Down-conveRting systeM

The down-converting system is composed of a frequency doubler, a mixer, and two 
notch filters. There are mainly two design considerations for the down-converting 
system. First, the occupied chip area should be minimized for low cost. Considering 
building blocks for down-converting system are operated in the millimeter-wave 
regime, on-chip impedance match and inductive peaking are necessary to improve 
the gain and output power of active circuits. In this work, miniaturized transmission 
line and custom-designed inductor help to reduce the whole chip area. Second, a 
sufficient large output power is critical to driving the following divider stage. In this 
section, detailed circuit implementations together with their simulation results are 
introduced.

19.3.3.1 Frequency Doubler
The frequency doubler operates as a push–push amplifier that combines two 
phases with 180° phase shift by combining output nodes. As a result, odd harmon-
ics components are canceled out and second harmonic component survives. In this 
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VBias
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FIGURE 19.9 The 20 GHz LC-VCO with tail feedback.
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implementation, a simple differential amplifier is used as shown in Figure 19.11, 
where output nodes are shorted. Even though the output signal is single ended, it is 
enough to carry frequency information for calibration. In order to transfer maximum 
power to load, the input impedance of this frequency doubler is matched to the output 
impedance of 20 GHz PLL buffers at 50 Ω. This is done by the use of transmission 
line and a custom-designed stacked inductor. The size of differential pair also affects 
the output amplitude. In this case, the width of transistors is chosen as 2 × 20 μm. 
Another stacked inductor is utilized at the output node to peak at high frequency. 
Meanwhile, the transmission line is utilized to match output node to RF port of the 
next-stage mixer. With 0 dBm input power from 20 GHz PLL, the simulated output 
power of the frequency multiplier is shown in Figure 19.12. The output power varies 
from about −9 to −7 dBm over the output frequency range from 38.88 to 43.2 GHz.

Q+I+

Q–

VDD
INJn

INJp

I–

FIGURE 19.10 Circuit schematic of the quadrature ILO.

Frequency doubler

40 GHz

Stacked 
inductor

20 GHz 
PLL

RF port 
matching

Mixer

FIGURE 19.11 Circuit schematic of frequency doubler along with other building blocks.
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19.3.3.2 Mixer
A double-balanced mixer is widely used due to its excellent port-to-port isolations 
while maintaining reasonable conversion gain and noise performance. However, it 
requires differential RF inputs that would further complicate the topology of a fre-
quency doubler or an additional balun might be needed. In this work, the mixer is 
designed using a single-balanced topology that mixes the single-ended RF output 
from the frequency doubler at frequency around 40 GHz, with differential LO output 
signal from ILO at frequency around 60 GHz. The detailed schematic of the single-
balanced mixer with other building circuits is shown in Figure 19.13.

As mentioned earlier, a combination of stacked inductor at output node of the 
frequency doubler and transmission line is utilized to match the input impedance 
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FIGURE 19.12 Simulated output power of the frequency doubler.

Mixer

I–

Q+
Q–

I+

60 GHz 
QILO

Freq
doubler

. 

40 GHz

RF port 
matching

40 GHz

20 GHz
+spurious

Notch
filter

Buffers 
matching

LO port 
matching

IF output
port

20 GHz

Stacked 
inductor

N
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of RF port at the frequency of around 40 GHz. On the other hand, for matching 
the LO port, only transmission line is utilized since it is for higher frequency of 
60 GHz. Another stacked inductor is used for the mixer core. The stacked inductor 
and transmission line are designed to match the impedance of notch filter and input 
impedance of buffers at the frequency around 20 GHz, which maintains 20 GHz 
signals and attenuates 60 GHz LO feed-through and other spurious signals. The size 
of differential pair is chosen as 2 × 10 μm, and the size of tail transistor is chosen as 
2 × 26 μm. As shown in Figure 19.14, the simulated power conversion gain varies 
from −9.7 to −11.5 dB over the range of frequency from 58.32 to 64.8 GHz.

19.3.3.3 Notch Filter
Output signal of the mixer carries 20 GHz output signal and undesirable signals 
caused by strong LO input power. Thus, a passive LC band-rejection filter is imple-
mented to attenuate the LO feed-through signal as shown in Figure 19.15. The induc-
tor used in this filter is custom-designed with an inductance of 92 pH and a quality 
factor of 9. The capacitor is chosen as 75 fF. The resultant attenuation of this notch 
filter is shown in Figure 19.16. It shows an attenuation of about −20 dB at the fre-
quency around 60 GHz to reduce the LO feed-through signal.

19.3.3.4 Transmission Line
Transmission line is mainly adopted for impedance match since it benefits from low 
loss. However, this method proves to be area intensive. As can be seen in [2], con-
siderable chip area is occupied by matching blocks using a transmission line with a 
10 μm signal line width. In order to reduce the chip area, a 6 μm width transmission 
is utilized for designing match blocks in this work [1]. Figure 19.17 shows the top 
and cross-sectional view of the guided microstrip line. It has a 6 μm signal line width 
and a 7 μm gap between the signal and ground line. The distance between the side 
grounds is 20 μm. Figure 19.18 shows the modeled and measured results including 
attenuation constant, phase constant, quality factor, and characteristic impedance of 
the transmission line adopted in this work.
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FIGURE 19.14 Simulated conversion gain of single-balanced mixer.
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19.3.3.5 Summary
The full down-conversion system is shown in Figure 19.19. It is composed of three 
main blocks as discussed in detail in the previous chapters. The input impedance 
of the frequency doubler is designed to match output impedance of PLL buffers 
through the use of transmission line and a stacked inductor. The single-ended output 
of the frequency doubler feeds to RF port of mixer. The matching between two ports 
is also done with the use of a transmission line. The differential LO signals is input 
to one-stage buffers before input the LO ports of the mixer. The LO feed-through at 
the output of the mixer is filtered out by a notch filter. The output at frequency around 
20 GHz is amplified by two-staged buffers. Then, it is divided to lower frequency by 
a divider chain and compared with the reference signal from 20 GHz PLL.

The amplitude of output signals from mixer carrying the 20 GHz output fre-
quency is enhanced by two-stage buffers that are also designed using stacked induc-
tors for gain peaking. From simulation, under a normal case of having 0 dBm input 
power from 20 GHz PLL and −10 dBm input from ILO, the output power over the 
range of frequency around 60 GHz is shown in Figure 19.20. The output power 
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FIGURE 19.19 Full schematic of down-converting circuits along with other building blocks.
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varies from −1.7 to 0.14 dBm in the range of frequency from 19.44 to 21.6 GHz. The 
strongest spurious frequency is lower than −21 dBm at frequency around 60 GHz. 
These output power levels are high enough to drive the next-stage dividers for digital 
calibration.

19.3.4 Digital calibRation ciRcuit

The digital calibration circuit consists of a frequency-to-digital converter and digital 
logics. In order to increase the frequency resolution, digital calibration circuits are 
triggered at 1/10 of the reference clock. Derivative frequency signals coming from 
the 60 GHz ILO and 20 GHz PLL are measured using digital counters, respec-
tively. Outputs of the digital counters, in the form of binary numbers, are compared 
in the following logic circuit during each reference cycle for digital circuits. The 
output of logic circuit directly controls the code for DAC, giving rise to adjust the 
ILO free-running frequency. If the derivative frequency coming from the 60 GHz 
ILO is greater than that coming from the 20 GHz PLL, the output code of digital 
logic circuit is decremented to speed down the 60 GHz ILO free-running frequency. 
Similarly, if the derivative frequency coming from the 60 GHz ILO is less than that 
coming from the 20 GHz PLL, the output code of digital logic circuit is incremented 
to speed up the 60 GHz ILO free-running frequency.

A possible calibration algorithm is outlined as follows. It is noted that TDD system 
allows foreground calibration. Thus, the entire calibration procedure can be divided 
into initial and intermittent calibration. Initially, ILO free-running frequencies are 
measured in the foreground by down-converting system and all-digital calibration 
circuits, and digital DAC codes representing the information of each frequency band 
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(e.g., 58.32, 61.56 GHz, etc.) can be stored in memory. Thus, process variation can be 
calibrated during initial calibration. The flow chart of the ILO frequency calibration 
procedure is summarized in Figure 19.21. When millimeter-wave transceivers oper-
ate in TDD mode, the calibration system can monitor ILO free-running frequency 
drift mainly caused by temperature variation. In a short interval of time duration, 
the ILO free-running frequency shift is regarded as gradual and subtle changes. As 
a result, such a small frequency drift can be corrected easily within several calibra-
tion steps. The calibration algorithm mentioned earlier is not implemented on-chip 
but can be achieved easily by digital control circuits. An example of the calibration 
algorithm is shown in Figure 19.22.

19.4 EXPERIMENTAL RESULTS

The proposed 60 GHz frequency synthesizer is implemented in a standard 65 nm 
CMOS process. The microphotograph of the fabricated synthesizer is shown in 
Figure 19.23. The total chip area is 1.9 mm × 2 mm. PLL spectrum is measured with 
an Agilent E4448A PSA spectrum analyzer and a 50–75 GHz external mixer. The 
phase noise is evaluated using an Agilent E5052B SSA signal source analyzer and a 
50–75 GHz external mixer.

Set coarse tuning codes of the 60 GHz ILO
count pulses of the divided frequency 
from the 20 GHz PLL: N20 GHz_PLL

Start

Nerror     < 1 ?

Determine the error
Nerror =  N60 GHz_ILO – N20 GHz_PLL

Yes

Count pulses of the down-converted and 
divided frequency of the 60 GHz ILO: N60 GHz_ILO

Completion

Increase/decrease DAC 
code according to the 

sign bit of Nerror

No

FIGURE 19.21 Flow chart of the ILO frequency calibration process.
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In order to assist in the evaluation of 60 GHz frequency synthesizer, a 60 GHz 
ILO TEG chip is also fabricated on the same die. As shown in Figure 19.24, the 
measured ILO free-running frequency range is 58.3–65.4 GHz and is covered with 
sufficient overlap between neighboring bands. The resulting frequency-tuning 
range can cover all 60 GHz bands. Even though the free-running frequency of 
ILO in the complete frequency synthesizer is slightly dropped due to undesired 
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parasitic capacitances, the measured tuning range of 58.1–65.0 GHz is still suf-
ficient to cover all 60 GHz bands.

When the frequency of input reference clock is 24 MHz, the synthesizer can gen-
erate all 60 GHz channel bands (including channel bonding): 58.32, 59.4, 60.48, 
61.56, 62.64, 63.72, and 64.8 GHz, which are defined by current 60 GHz wireless 
standards. The frequency synthesizer consumes 72 mW from a 1.2 V power  supply. 
If the intermittent operation is disabled, the calibration circuits including down- 
converting circuits and digital circuits consume 65 mW additionally.

The measured phase noise characteristic of the 60 GHz frequency synthesizer is 
less than −114 dBc/Hz at 10 MHz offset across the entire frequency channel. The 
measured reference spur level varies from −52 to −70 dBc. The output spectrum at 
20.16 GHz is graphed in Figure 19.25 displaying the typical locked spectrum for the 
20 GHz PLL. The graph demonstrates that the 12 MHz reference spur are kept 65 dB 
below the carrier frequency, showing good matching between the charge pump cur-
rents. The output spectrum at 61.56 GHz is illustrated in Figure 19.26, indicating 
the typical locked spectrum for the 60 GHz frequency synthesizer. As shown in 
Figure 19.27, the typical measured phase noise is −95.7 dBc/Hz at 1 MHz offset, 
from a carrier frequency of 61.56 GHz. Figure 19.28 shows the measured phase noise 
across the entire frequency band.

Figure 19.29 shows the 60 GHz output spectra disabling and enabling the cali-
bration. As can be seen, without carrying out calibration the ILO free-running 
frequency is far from the third harmonic of the 20.52 GHz injected signal, caus-
ing failure of injection-locking operation. When enabling the calibration, the ILO 
free-running frequency is corrected to vicinity of 61.56 GHz, thus guaranteeing the 
injection-locking operation. The DAC signals were not brought off-chip and could 
not be measured. It is noted that the output power indicated in Figure 19.27 does not 
account for losses from cables and an external 50–75 GHz down-conversion mixer. 
The calibrated output power is −8 dBm.
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Table 19.2 compares the present 60 GHz frequency synthesizers/VCOs with the 
state-of-the-art publications [1,11–13,18–20]. This work could cover all 60 GHz 
 channels and demonstrate very good phase noise performance with quadrature  output 
phase (−96 dBc/Hz at 1 MHz and −117 dBc/Hz at 10 MHz at carrier  frequency of 
61.56 GHz). To the author’s best knowledge, it is the first 60 GHz frequency synthe-
sizer with frequency calibration for TDD transceivers.
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19.5 CONCLUSION

A 60 GHz frequency synthesizer with frequency calibration scheme that can support 
IEEE 802.15.3c, wirelessHD, IEEE 802.11ad, and ECMA-387 TX/RX front end is 
reported. A frequency calibration scheme is proposed to monitor the frequency drift 
caused by environmental variations. With careful design, the proposed synthesizer 
can be suited for millimeter-wave TDD transceivers.

REFERENCES

 1. K. Okada, K. Kondou, M. Miyahara, M. Shinagawa, H. Asada, R. Minami, T. Yamaguchi 
et al., A full 4-channel 6.3 Gb/s 60 GHz direct-conversion transceiver with low-power 
analog and digital baseband circuitry, in: IEEE International Solid-State Circuits 
Conference (ISSCC), Digest of Technical Papers, San Francisco, CA, pp. 218–219, 
2012.

 2. K. Okada, K. Matsushita, K. Bunsen, R. Murakami, A. Musa, T. Sato, H. Asada, 
N. Takayama, N. Li, and S. Ito, A 60 GHz 16QAM/8PSK/QPSK/BPSK direct-conversion 
transceiver for IEEE 802.15.3c, in: IEEE International Solid-State Circuits Conference 
(ISSCC), Digest of Technical Papers, San Francisco, CA, pp. 160–161, 2011.

 3. S. Emami, R.F. Wiser, E. Ali, M.G. Forbes, M.Q. Gordon, X. Guan, S. Lo, P.T. McElwee, 
J. Parker, and J.R. Tani, A 60 GHz CMOS phased-array transceiver pair for multi-Gb/s 
wireless communications, in: IEEE International Solid-State Circuits Conference 
(ISSCC), Digest of Technical Papers, San Francisco, CA, pp. 164–165, 2011.

 4. T. Tsukizawa, N. Shirakata, T. Morita, K. Takana, J. Sato, Y. Morishita, M. Kanemaru 
et al., A fully integrated 60 GHz CMOS transceiver chipset based WiGig/IEEE802.11ad 
with build-in self calibration for mobile applications, in: IEEE International Solid-State 
Circuits Conference (ISSCC), Digest of Technical Papers, San Francisco, CA, pp. 230–
231, 2013.

 5. G.M.V. Vidojkovic, K. Khalaf, V. Szortyka, K. Vaesen, W.V. Thillo, B. Parvais, 
M. Libois et al., A low-power 57–66 GHz transceiver in 40 nm LP CMOS with −17 dB 
EVM at 7 gb/s, in: IEEE International Solid-State Circuits Conference (ISSCC), Digest 
of Technical Papers, San Francisco, CA, pp. 268–269, 2012.

 6. 802.15.3c-2009. IEEE Std., October 2009. [Online]. Available: http://standards.ieee.
org/getieee802/download/802.15.3c-2009.pdf.

 7. IEEE802.11ad. IEEE Std. [Online]. Available: http://standards.ieee.org/develop/
project/802.11ad.html.

 8. ECMA. [Online]. Available: http://www.ecma-international.org/publications/files/
ECMA-ST/ECMA-387.pdf.

 9. WirelessHD. [Online]. Available: http://www.wirelesshd.org/pdfs/WirelessHD-
Specification-Overview-v1.1May2010.pdf.

 10. WiGig. [Online]. Available: http://wirelessgigabitalliance.org/specifications/.
 11. K. Scheir, G. Vandersteen, Y. Rolain, and P. Wambacq, A 57–66 GHz quadrature PLL in 

45 nm digital CMOS, in: IEEE International Solid-State Circuits Conference (ISSCC), 
Digest of Technical Papers, San Francisco, CA, pp. 494–495, 2009.

 12. C. Marcu, D. Chowdhury, C. Thakkar, J.D. Park, L.K. Kong, M. Tabesh, Y. Wang, 
B.  Afshar, A. Gupta, and A. Arbabian, A 90 nm CMOS low-power 60 GHz  transceiver 
with integrated baseband circuitry, IEEE Journal of Solid-State Circuits, 44(12), 3434–
3447, December 2009.

 13. A. Musa, R. Murakami, T. Sato, W. Chaivipas, K. Okada, and A. Matsuzawa, A low 
phase noise quadrature injection locked frequency synthesizer for MM-wave applica-
tions, IEEE Journal of Solid-State Circuits, 46(11), 2635–2649, November 2011.



514 Wireless Transceiver Circuits

 14. S. Pellerano, R. Mukhopadhyay, A. Ravi, J. Laskar, and Y. Palaskas, A 39.1–41.6 GHz 
ΔΣ fractional-N frequency synthesizer in 90 nm CMOS, in: IEEE International Solid-
State Circuits Conference (ISSCC), Digest of Technical Papers, San Francisco, CA, 
pp. 484–485, 2008.

 15. W. Deng, T. Siriburanon, A. Musa, K. Okada, and A. Matsuzawa, A 58.1–65.0 GHz 
frequency synthesizer with background calibration for millimeter-wave TDD, in: IEEE 
European Solid-State Circuits Conference (ESSCIRC), Bordeaux, France, pp. 201–204, 
2012.

 16. T. Siriburanon, W. Deng, A. Musa, K. Okada, and A. Matsuzawa, Sub-harmonic 
 injection-locking frequency synthesizer with frequency calibration scheme for use 
in 60 GHz TDD transceivers, in: IEEE/ACM Asia South Pacific Design Automation 
Conference (ASP-DAC), Yokohama, Japan, 2013.

 17. W. Deng, T. Siriburanon, A. Musa, K. Okada, and A. Matsuzawa, A sub-harmonic 
injection-locked quadrature frequency synthesizer with frequency calibration scheme 
for millimeter-wave TDD transceivers, IEEE Journal of Solid-State Circuits, 48(7), 
1710–1720, July 2013.

 18. H. Hoshino, R. Tachibana, T. Mitomo, N. Ono, Y. Yoshihara, and R. Fujimoto, A 60-GHz 
phase-locked loop with inductor-less prescaler in 90-nm CMOS, in: IEEE European 
Solid-State Circuits Conference (ESSCIRC), Muenchen, Germany, pp. 472–475, 2007.

 19. U. Decanis, A. Ghilioni, E. Monaco, A. Mazzanti, and F. Svelto, A mm-wave quadra-
ture VCO based on magnetically coupled resonators, in: IEEE International Solid-State 
Circuits Conference (ISSCC), Digest of Technical Papers, San Francisco, CA, pp. 280–
281, 2011.

 20. D. Murphy, Q.J. Gu, Y.C. Wu, H.Y. Jian, Z. Xu, A. Tang, F. Wang, and M.C.F. Chang, 
A low phase noise, wideband and compact CMOS PLL for use in a heterodyne 802.15.3c 
transceiver, IEEE Journal of Solid-State Circuits, 46(7), 1606–1617, July 2011.



515

20 Digitally Controlled 
Oscillators for Wireless 
Applications

Chih-Ming Hung

20.1 INTRODUCTION

In modern wireless communication systems, frequency selectivity plays a very 
important role to extract the desired radio signals out of the increasingly crowded 
spectrum. A typical transmitter and a receiver along with an interfering transmitter 
are shown in Figure 20.1. With the tightly spaced communication channels, tunable 
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radiofrequency (RF) bandpass filters with sufficient out-of-channel and out-of-band 
attenuation are difficult to achieve. Therefore, a precise frequency translation of 
radio signals is needed to shift the desired RF signals down to a baseband frequency 
or an intermediate frequency (IF) to ease the suppression of interference.1

Frequency synthesizers have been widely used as the local oscillators in trans-
ceivers to perform the frequency translation as shown in Figure 20.1. Traditionally, 
for wireless applications, they have been mostly implemented based on a charge-
pump phase-locked loop (CPPLL)2 that suffers from nonidealities such as finite 
 output impedance of the charge pump and voltage-dependent loop filter components 
resulting in nonlinearity in the loop dynamics and excessive spectral emission. In 
addition, because of the analog nature of the synthesizer circuits, when migrating to 
newer process technology nodes, significant engineering efforts are needed to rede-
sign building blocks due to reduced voltage headroom, lower transistor early voltage, 
higher 1/f noise, etc.

With the advancement of digital CMOS processes, timing resolution has sur-
passed voltage resolution. It becomes possible to realize a PLL in a fully digital 
fashion to facilitate system-on-chip (SoC) integration with digital signal process-
ing units. An all-digital PLL (ADPLL) for wireless communication systems was 
first published in 2003.3 At the heart of the ADPLL lies the digitally controlled 
oscillator (DCO),4 which is a counterpart of the voltage-controlled oscillator (VCO) 
in a conventional PLL. In this chapter, we will discuss design considerations for a 
DCO system from circuit design and frequency synthesizer system aspects using 
nanometer-scale CMOS technologies.
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20.2 DCO VERSUS VCO

Both a DCO and a VCO serve the same purpose of generating oscillating RF signals. 
Figure 20.2 shows how they are exploited in PLLs, which help to improve output 
frequency stability and the phase noise within PLL loop bandwidth based on the 
spectral purity of the input reference source, Fref. For most wireless applications, 
both types of oscillators need to achieve low phase noise across close-in and far-out 
frequency offsets away from the carrier frequency, sufficient frequency tuning range, 
low power consumption, and low sensitivity to supply and ground variations (defined 
as frequency pushing and quantified as Δf/ΔVsupplyground). Similar design techniques 
can be applied to both DCOs and VCOs, and similar design trade-offs can be shared 
between them. For example, using a secondary LC tank5 operating at the second har-
monic of the main oscillation to reduce phase noise can be employed to both types 
of oscillators. Therefore, the same key parameters and figure of merit are often used 
for comparison in publications.

Although there are similarities in basic oscillator parameters, there is distinct 
difference in designing a DCO versus a VCO. Figure 20.3 shows the oscillator cores 
of these two types of oscillators. The topologies of LC tanks, cross-coupled transis-
tors, and biasing circuitry are identical for a fair comparison. The DCO intention-
ally avoids any analog tuning voltage and is realized as an ASIC cell with only 
digital inputs and outputs. Unlike the VCO that relies on a developed tuning volt-
age (Vctl) from a conventional PLL to control its oscillating frequency with a VCO 
gain, KVCO, defined as Δf/ΔVvctl usually in the order of hundreds of MHz/V, the DCO 
frequency is controlled by digital switching of capacitor units. Consider the C–V 
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curve shown in Figure 20.3; if the unit capacitors in the DCO always operate at one 
of the two flat portions where ΔC/ΔV ≈ 0, the DCO should exhibit low susceptibility 
to frequency pushing and low vulnerability to power supply and ground noise. It 
can also be observed from Figure 20.2 that since there is no analog component in 
the ADPLL, there are less noise contributors to concern compared with the con-
ventional PLL.

Modern CMOS processes allow creating extremely small yet well-controlled unit 
capacitors for DCO frequency tuning. The switchable capacitance, ΔCunit, straight 
from an inversion-mode gate capacitor can be as low as 10’s aF. Consider an imple-
mentation for a 2.4 GHz RF,6 the corresponding frequency step size, denoted as 
KDCO, is around 23 kHz, which is still too coarse for wireless applications. Therefore, 
techniques such as dithering are required to enhance the time-averaged frequency 
resolution. More details will be discussed in Section 20.3. Compared to a conven-
tional PLL where dithering is applied to its feedback frequency divider shown in 
Figure 20.2, quantization noise introduced by dithering the DCO unit capacitor will 
not be attenuated by the PLL response. Hence, dithering in a DCO needs to be oper-
ated at a much higher speed than that in a conventional PLL. The dithering rate is a 
trade-off among ΔCunit, quantization noise, and DCO frequency tuning range. More 
details will be discussed in later sections.

20.3 DCO SYSTEM DESIGN CONSIDERATIONS

In this section, DCO system design considerations including circuit topology, 
choice of oscillator core frequency, partition of capacitor banks, selection of 
device component, mismatch of unit capacitors, and reliability of circuit elements 
will be discussed. An example focusing on one cellular phone system that has 
stringent phase noise and frequency tuning range requirements to its LOs will 
be illustrated.
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FIGURE 20.3 A schematic view for DCO and VCO cores. There is a distinct difference in 
the varactor design, requirements, and operating conditions.
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20.3.1 Dco systeM toPology

Shown in Figure 20.4 is an example of a DCO system. It is built as an ASIC cell 
with only digital I/Os even for the RF outputs. The 10%–90% rise and fall time 
(Trise and Tfall) of an inverter buffer in a low-power 28 nm CMOS process is <20 ps 
and is still <40 ps in an older 90 nm node. Therefore, modern CMOS processes are 
very capable of handling RF waveforms in the low GHz range. There are only two 
frequency division ratios in this example. It can be extended to have additional ratios 
with a proper frequency plan to cover more frequency bands such as those for 4G 
LTE standard. If quadrature outputs are required, at least one divisor of 2 is needed 
with 50% duty cycle input to the divide-by-2 circuit. Compared to a quadrature DCO 
or a differential DCO followed by a polyphase splitter, having one oscillator core 
operating at twice frequency cascaded with a frequency divider to generate quadra-
ture phases is beneficial for low-power consumption, small silicon size, and low-
phase noise especially under the constraint of low on-chip inductor quality factor (Q).

20.3.2 oscillatoR coRe fReQuency

In a multimode multiband transceiver such as one for cellular phone systems, the 
needed frequency coverage is in excess of 120% (700–2700  MHz, not continu-
ously) and will be extended to ~135% (700–3500 MHz) while the LO phase noise 
needs to be backward compatible with the older yet tougher 2G system requiring 
<−164 dBc/Hz at >20 MHz frequency offset from 914.8 MHz carrier. In light of 
the high-speed transistors from advanced CMOS processes, an economic solution 
is to increase the oscillator core frequency, and use frequency dividers to gener-
ate desired LO frequencies as illustrated in Figure 20.4. If the oscillator core can 
cover 3296–4340 MHz with margins on both sides, after division, both 2G and 3G 
standards can be well covered corresponding to ~90% (824–2170 MHz) frequency 
coverage. Additional techniques for extending frequency tuning range will be dis-
cussed in later sessions.

The benefit to phase noise by increasing the DCO core frequency can be  understood 
with the well-known Leeson’s model.7 For simplicity, neglecting most parasitic elements 

ADPLL

RX

TX÷2,4

÷2,4

2DCO
core

2ω0

PB, AB, TB

FIGURE 20.4 A DCO system is built as an ASIC cell with digital I/Os including the RF 
outputs.
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except the parasitic series resistance, rs, of the inductor, inductor quality factor QL = 
ω ⋅ L/rs, where ω is the operating frequency and L is the series inductance. Leeson’s 
phase noise model can be rewritten as
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where
H(Δω) and itot

2  are noise transfer function and total noise power injected into the 
LC tank, respectively

I and Vamp are current consumption and voltage amplitude of the DCO, respectively
ωosc and Δω are resonant frequency of the DCO core and frequency offset from 

ωosc, respectively
F is the amplifier noise factor
Qtank and Rp are the tank quality factor and equivalent parallel tank resistance, 

respectively

Referring to low band frequencies as ωLB, if ωosc was increased from ωLB to 4 ωLB, 
the LC product for the tank needed to be decreased to 1/16 of its original value. 
Again, for simplicity, assuming that I, F, and L/rs are constant, R Q rp s≈ ⋅tank

2  and 
Qtank ≈ QL, from Equation 20.1, increasing ωosc from ωLB to 4 ωLB would increase 
Qtank and Rp by four times, resulting in a 6 dB phase noise improvement. The larger 
Rp also implies that the large-signal transconductance, Gm, from the active transis-
tors in the DCO core may be reduced to decrease the noise factor F, further improv-
ing the phase noise.

The aforementioned derivations assumed QL ≪ QC, where QC is a  quality 
factor of the LC tank capacitor. If ωosc was increased significantly such that QL 
approaches or surpasses QC, the benefit of phase noise improvement will be 
reduced. Referring to Figure 20.5, L and C with parasitic series resistance can be 
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FIGURE 20.5 Transformation between series RL/RC and parallel RL/RC networks that is 
useful for LC resonator designs.
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modeled as frequency-dependent parasitic shunt resistance. The total equivalent 
parallel tank resistance can be expressed as
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Observing Rp and Qtank in Equation 20.2, one can assess how much to increase ωosc 
based on Equation 20.1.

The inductor model used so far is rather ideal where QL increases linearly propor-
tional to frequency. A more realistic yet simplified model is shown in Figure 20.6. 
With the parasitic elements, QL gradually saturates then drops at high frequencies 
due to reduced quality factor of the parasitic RC network, which is inversely propor-
tional to frequency, as well as increased series inductance and resistance due to the 
parasitic parallel Cc and skin and proximity effects. Therefore, the design intuition 
from Equations 20.1 and 20.2 holds, but it is not quantitatively precise when operat-
ing near inductor peak-Q frequency.
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FIGURE 20.6 A simplified inductor model with parasitic elements. Intuitive understanding 
can be gained using the network transformation shown in Figure 20.5.
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Another concern for increasing DCO core frequency is the trade-off with fre-
quency tuning range. Since Rp does not linearly increase with frequency and QC is 
not ≫QL, the gm from cross-coupled transistors cannot be scaled down proportion-
ally and the parasitic capacitance associated with tank varactor will be inevitably 
increased to maintain sufficient QC at a higher operating frequency. As a result, 
Ctune/Cfix ratio is reduced where Ctune is the tunable tank capacitance and Cfix is the 
fixed parasitic capacitance coming from all device elements connected to the LC 
tank. However, in advanced process nodes such as 40 and 28 nm standard digital 
CMOS, Cfix is becoming smaller because transistor length has been scaled down tre-
mendously. Consequently, there is no major concern to increase operating frequency 
up to at least 12 GHz for typical commercial applications such as 5–6 GHz wireless 
local area network (WLAN) communication system.

20.3.3 Dco vaRactoR banks

The heart of an LC DCO is the digital-to-frequency conversion formed by capacitor 
banks that can be fully controlled by digital bits without any additional DAC. The 
principle is shown in Figure 20.7, where −R is the negative resistance produced by an 
active circuitry, Ltank is the LC tank inductance, and Cn−1 − C0 is the capacitor array 
that can be individually switched between a high-capacitance and a low-capacitance 
state by the digital data bus dn − 1 − d0. The capacitor array can be arranged in a 
binary, a linear, a segmented or a combination of various encoding schemes. Large 
capacitor units give coarse frequency tuning steps, and small capacitor units provide 
a fine frequency tuning resolution. As mentioned in Section 20.2, the finest possible 
frequency step by switching the smallest unit capacitor is still too coarse. One solu-
tion is to dither the fine tuning bank LSB capacitor (Figure 20.8) or multiple of them 
by digital control bits in order to create a time-averaged unit capacitance smaller 
than that of a physical LSB capacitor.

In a VCO, the capacitor array is often segmented into a coarse tuning bank with 
discrete capacitance steps and a fine tuning varactor whose capacitance can be con-
tinuously varied. Since KVCO for the fine tuning bank is desired to be as small as 
possible for low phase noise, the coarse tuning bank is required to cover essentially 
the full VCO frequency tuning range with its LSB frequency step smaller than the 
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total frequency tuning range of the fine tuning bank. Therefore, for a wide tuning 
range VCO, the coarse tuning bank needs to resemble a DAC with a large number of 
bits and a small differential nonlinearity (DNL), which is challenging. When DNL 
exceeds fine tuning bank frequency range, the VCO would suffer a discontinuity 
in its frequency range (Figure 20.9), resulting in a yield loss in production. For a 
DCO, there is a similarity in that KDCO for the fine-step capacitor array needs to 
be small enough to limit the quantization noise8 while large coarse- and fine-step 
capacitor arrays would introduce excessive parasitic capacitance from interconnect 
metal routed to all elements. To break the trade-off, the LC tank capacitor can be 
partitioned into three or more banks: for example, PVT Bank (PB) operating in the 
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FIGURE 20.8 One or few varactors are dithered to achieve a fine frequency step smaller 
than that from toggling a unit varactor.
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beginning of synthesizer locking procedure to calibrate for process, voltage and tem-
perature variations, Acquisition Bank (AB) operating after PVT calibration to reach 
a finer resolution smaller than a communication channel bandwidth, and Tracking 
Bank (TB) starting after AB operations for synthesizer tracking, and data modula-
tion. An example is demonstrated in Figure 20.10.

There is no constraint for encoding of each bank, but there is a good practice 
to serve as a guideline. Starting with TB, its unit capacitor and frequency step is 
determined by the device component of choice that will be further discussed in 
a later section. In addition to covering the DNL of AB, it is responsible for PLL 
tracking considering supply disturbance, frequency pushing and frequency drift 
over temperature, inaccuracy in the acquisition process up to ±0.5 AB LSB, as 
well as phase or frequency modulation in a transmitter. Therefore, minimizing 
DNL of TB is critical. A natural choice would be a thermometer-coded array. 
In the case of polar modulation,9 even for a relatively narrow-band system such 
as GSM with 200 kHz channel bandwidth, the phase modulation path can have 
about 1  MHz bandwidth. As mentioned earlier, there is a trade-off with para-
sitic capacitance that limits the total TB array size. Hence, total TB frequency 
range should be budgeted to be between ±4 and ±5 LSB of AB for a GSM DCO. 
For a wider bandwidth system such as WCDMA, the TB array size needs to be 
increased even when system-level techniques are applied10 to reduce the phase 
modulation bandwidth.

PB needs to cover a wide frequency tuning range. Even the LC tank inductance 
could be programmed by software, for each inductance, PB often spans >1 GHz tun-
ing range at oscillator core frequency. If the frequency resolution is limited by ~5 fF 
unit capacitor deployed for PB array corresponding to 5–10 MHz frequency step, 
PB needs to have at least 8 bits in size. Thus, a binary-coded capacitor array whose 
DNL can be controlled to be within ±1 LSB (i.e., monotonic) is a natural choice. The 
PB unit capacitor can be further decreased with trade-offs from choices of device 
components and sensitivity to parasitic capacitance from surrounding environment. 
More details will be discussed in the later section.

AB has a medium frequency step and is intended to buffer between PB and TB. Its 
total frequency tuning range and resolution are bounded by PB DNL and TB array 
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FIGURE 20.10 An example partition of DCO varactor banks with appropriate frequency 
overlaps to eliminate the frequency discontinuity illustrated in Figure 20.9. 
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size, respectively. The AB array is normally not large. Hence, a thermometer-coded 
capacitor bank is common. Table 20.1 summarizes such partition with an example.

20.3.4 Dco coRe

There are a variety of oscillator topologies such as Colpitts and a differential cross-
coupled transistor pairs that can be used for the DCO core. With an example based 
on the latter that is the most commonly used topology for wireless applications, a 
simplified DCO core schematic is shown in Figure 20.11. Lp is the equivalent half-
circuit inductor, CPB, CAB, and CTB are the PB, AB, and TB capacitor arrays, respec-
tively, M1 and M2 form the cross-coupled negative resistance pair, Ls and Cs form 
the high-impedance secondary LC tank, M0 is used for controlling the DCO current 
consumption, and CGND is to set an AC ground at drain node of M0. Having a low 
supply voltage design in mind, when the oscillator voltage swing becomes large, M1 
and M2 alternately go into linear region for some time in each oscillation period pre-
senting low parallel resistance to the primary LC tank, thereby degrading the overall 
tank Q. As a result, the phase noise performance is deteriorated. The secondary LC 
tank is used to preserve primary LC tank Q as much as possible by having high 
impedance in series with the gm pair5 at the source node. The resulting oscillator 
voltage waveform is less clipped even though M1 and M2 still periodically operate in 
linear region. Instead of tying Cs to the real ground net as originally depicted in [5], 
since CGND is large, locally connecting Cs in parallel with Ls has a benefit that there 
are less parasitic L and C from interconnect to offset the target resonance. M0 can 
be biased either in linear or saturation region. Operating M0 in linear region with a 
large shunt capacitor, CGND, connected in parallel is advantageous for reducing ther-
mal noise contribution from M0. The supply rejection and frequency pushing will be 
degraded. However, combining a low-drop-out regulator (LDO) that is usually pres-
ent for DCO supply, frequency pushing of <20 MHz/V measured at LDO output and 
from 2 GHz carrier frequency is typical and sufficient.

In Figure 20.11, the gm pair is formed using NMOS transistors. In some process 
nodes such as one of the commercially available 28 nm processes, PMOS may be a 
better choice because its driving strength and transistor noise are better than NMOS. 
For applications that are sensitive to current consumption, a fully complementary 
CMOS topology is often preferred. However, if phase noise performance is demand-
ing, the secondary LC tank may need to be duplicated so that high impedance is 

TABLE 20.1
A Summary of the DCO Varactor Banks

Notation Varactor Banks Coding Δf at 3600 MHz 

PB PVT 8-bit binary 7.5 MHz

AB Acquisition 64-bit unit 540 kHz (ΔC = 500 aF)

TB Tracking 128-bit unit 40 kHz (ΔC = 50 aF)
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seen from source nodes of both NMOS and PMOS to reduce loading to the tank Q. 
Multiple secondary LC tanks certainly have a penalty for silicon area.

20.3.4.1 Design Considerations for Capacitor Arrays
In standard CMOS processes, there are a few types of passive capacitors that can be 
categorized into two groups: fixed-value capacitors and varactors. The former requires 
switches to have high- and low-capacitance states while the latter can be continu-
ously tuned by a control voltage. Fixed-value capacitors include metal-insulator-metal 
(MIM) capacitors where a dedicated thin layer of insulator is used as the dielectric 
between metal plates, and metal-oxide-metal (MoM) capacitors where metal fingers, 
interlayer dielectric (ILD) and intermetal dielectric (IMD) of the back-end metal sys-
tem are used to form capacitors. The scaling of CMOS processes has increased MoM 
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Secondary
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FIGURE 20.11 A simplified DCO core schematic using the varactor banks in Figure 20.10 
and a modified LC network for the high-Z tank. 
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capacitance/area density significantly to ~5 fF/μm2 in 28 nm using 5 lower-level metal 
layers. As a result, most designs in modern CMOS nodes adopt MoM capacitors to 
avoid a mask adder for MIM capacitors. Varactors include accumulation (e.g., Npoly 
over NWell) and inversion (transistor structure) types of gate capacitors, as well as 
junction capacitors. For DCO operations, junction varactors are not suitable since its 
KDCO in reverse bias is small, and there are not flat regions in its C–V curve (relatively 
high KVCO across all bias ranges). The basic structures of these capacitors are shown 
in Figure 20.12. Gate capacitors are shown in differential configuration.

20.3.4.2 MoM Varactors
To use MoM capacitors as tunable varactors, switches are needed as illustrated 
in Figure 20.13 for both differential and single-ended configurations. When the 
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switches are closed, oscillator nodes, OSCP and OSCM, see full MoM capacitance 
in series with transistor ON resistance. Q of a MoM capacitor itself is typically in 
the range of 80–120 at 4 GHz. The switch transistor size is a trade-off between its 
parasitic capacitance and the effective Q. When the switches are open, each MoM 
capacitor is connected in series with parasitic capacitance from the switches and the 
MoM capacitors themselves to ground. Substrate contacts need to be placed nearby 
to increase Q of these parasitic capacitors. For DCO operations, it is desired for each 
bit of the capacitor array to have a maximized Cmax/Cmin ratio (KDCO) in order to 
increase the frequency tuning range. In the same time, the voltage dependence to the 
digital control lines (KVCO) should be lowered to reduce the sensitivity to any noise 
coupling. That is, all parasitic capacitance should be minimized.

The structure in Figure 20.13 cannot guarantee the switches are biased appro-
priately at all time for minimum ON resistance and parasitic capacitance. In 
Figure 20.14, several configurations are illustrated to define the DC biases for nodes 
d1, d2, and s1. Fundamentally, when an NMOS transistor is used as the main switch, 
in ON state, its drain (and source for differential type) node should be pulled down 
to a low-voltage potential. At this moment, parasitic capacitance is less a concern 
since it is effectively shorted by the main switch. When the switched varactor is in 
low-capacitance state, the internal nodes should be set up to increase reverse bias of 
the source/drain junction diodes, thereby reducing their parasitic capacitance. As the 
total parasitic capacitance of the internal nodes is significantly less than the MoM 
capacitance, d1, d2, and s1 can experience near the full voltage swing of OSCP/
OSCM whose peak-to-peak voltage can be as large as two times VDD for low-phase 
noise resulting in transistor reliability concerns. There will be more discussions in a 
later section. Solutions include reducing the pull-up voltage or increasing the control 
voltage at its logic low state.

The pull-down transistors, PD1 and PD2, only need to provide near-ground voltage 
potential. Minimum L and W are often used to also reduce their parasitic capaci-
tance. For pull-up paths, the resistance needs to be sufficiently high relative to mag-
nitude of the MoM capacitor reactance, preferably >10×. The pull-up resistance can 
be implemented with MOS transistors (Figure 20.14a) or resistors with switches 
(Figure 20.14b through d). A PMOS transistor in Figure 20.14a with minimum width 
and W/L < 0.1 operating in triode region can provide ~70 kΩ resistance in 40 nm. 
However, the total drain capacitance, Cdd, is still significant compared to the LSB 

OSCMOSCP d2d1

Differential MoM varactor

OSCP

s1

Single-ended MoM varactor

FIGURE 20.13 A MoM varactor in differential and single-ended configurations.
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unit capacitance of MoM capacitor array degrading the oscillator frequency tuning 
range. In Figure 20.14b, resistors are used to provide the DC bias. The PMOS are 
switches that can be implemented with minimum-sized transistors and can be fur-
ther combined as only one switch (Figure 20.14c). In cost-sensitive designs where 
silicide-blocked polysilicon resistors are not available, MOSFET, NWell or silicided 
polysilicon resistors with significant parasitic capacitance, process variation, and 
temperature and voltage coefficients may be the only choices. These resistors need to 
be oversized to account for PVT corners further contributing parasitic capacitance. 
The resistors and PMOS switches may be swapped (Figure 20.14d) to reduce the 
effective parasitic capacitance, although the benefit is limited. The pull-up paths in 
Figure 20.14a, b, and d are applicable to a single-ended configuration.

The small KDCO requirements for AB and TB prevent MoM varactors from to 
be used because the relatively large bias-dependent parasitic capacitance would 
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FIGURE 20.14 Multiple configurations that can be used to setup DC biases for the internal 
MoM varactor nodes.
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overwhelm the MoM varactors. In addition, as the MoM unit capacitor is scaled 
down, it becomes very sensitive to the adjacent layout environment such that the 
exact capacitance is very difficult to be controlled. Therefore, MoM varactor is not 
preferred to be used for DCO fine-tune bits.

20.3.4.3 Accumulation-Mode MOS Varactor
An accumulation-mode MOS (AMOS) varactor can be implemented using an NPoly-
NWell MOSCAP structure11 as illustrated in Figure 20.12. When gate bias voltage 
is increased, an accumulation layer is formed underneath the gate area. When gate 
bias voltage is decreased, charges beneath the gate area are pushed out forming a 
depletion region. Under high-frequency operation, inversion layer cannot be formed 
because the process of generation and recombination is too slow. As an example, a 
measured small-signal Cmax/Cmin ratio of >3 with Q > 120 at 4 GHz can be achieved 
using W/L = 2.5/0.25 μm/μm. The quality factor can be approximated by the follow-
ing equation:
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 (20.3)

where
Cox is the capacitance density of the gate oxide region
Rsheet is the sheet resistance

QAMOS can be improved by scaling down L and W. However, due to increased parasitic 
capacitance from interconnect, Cmax/Cmin ratio would suffer. Over process corners, 
unlike a MoM capacitor whose variation is typically >±15% and can be up to ±45% 
if considering foundry porting, the intrinsic corner variation of Cox is typically within 
±2.5% since gate oxide thickness is one of the best controlled parameters in CMOS 
processes. There is parasitic capacitance surrounding an AMOS structure coming 
from gate fringing capacitance and metal interconnect. The total variation over 
 process corners can be over ±10%. When operating AMOS varactors under a large 
voltage swing, a section of the small-signal C–V curve will be averaged (Figure 20.15) 
generating an effective capacitance. Sweeping DC offset of the applied signal results 
in an effective large-signal C–V curve under a given voltage swing. From Figure 
20.15, it can be observed that when the voltage swing, A, increases from 0 to 1 V, the 
Cmax/Cmin ratio decreases within a given gate bias range. Unless the bias range can be 
increased, such effect is not favorable since it conflicts with the requirement for low-
phase noise performance where a large voltage swing is desired.

At the cathode terminal of the AMOS varactor, there is a large area of 
NWell-to-Psubstrate (NWPS) diode contributing significant parasitic capacitance to 
the varactor. In modern process such as 28 nm, at 0 V bias, the parasitic capacitance 
from diode perimeter (sidewall) is in the order of 0.5 fF/μm and is significantly larger 
than that from diode area at bottom interfacing PWell (~0.35 fF/μm2). That is, for 
a small varactor size of, for example, 1/0.25 μm/μm, its parasitic capacitance from 
NWPS diode at 0 V bias can easily exceed 50% of the gate capacitance.
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From [11], if a MOS varactor was designed properly, the interconnect resistance at 
both top and bottom plates should dominate the total parasitic resistance especially 
when resistance per contact is as high as >100 Ω in 28 nm and beyond. Because a 
DCO requires small varactor sizes and has a tight tuning range constraint, using 
more contacts and metal to reduce interconnect resistance is not favorable since that 
will significantly increase parasitic capacitance. The parasitic resistance can be par-
tially reduced by employing a layout technique for the differential configurations as 
shown in Figure 20.12. During normal operation, to the first order, the ac current 
flows between OSCP and OSCM through interconnect of gate terminal, silicide of 
gate, channel region, and silicide on diffusions but not going through any contact 
and back-end metal of diffusions (CTL node), thereby improving the quality factor.

20.3.4.4 Inversion-Mode MOS Varactor
A MOSFET transistor with its source and drain shorted together forms an inversion-
mode MOS (IMOS) varactor as illustrated in Figure 20.12. The operation is exactly 
the same as a standard NMOS transistor that when gate bias voltage increases, an 
inversion layer is created under the gate region. Compared to an AMOS varactor, 
there are several distinct different characteristics:

 1. C–V curve: It can be observed that the C–V curve of an IMOS varac-
tor (Figure 20.16) is shifted from that of an AMOS varactor. In modern 
CMOS process nodes, since the core oxide is thin, transistors with a thick 
oxide (≥1.8 V) are typically available for digital I/O buffers. The differ-
ence in threshold voltages (Vt) between core and I/O transistors also offers 
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a flexibility to DCO designs. Since the control voltage is applied to the 
source/drain node, without deep NWell, Vt of an NMOS transistor will be 
increased due to the body effect when the control voltage is above 0 V. The 
C–V curves in Figure 20.16 are derived from a 1.8 V NMOS. Under large-
signal operations, Cmax and Cmin that are set by digital control voltages at 
0 and 1.4 V are centered around half of the supply voltage (1.4 V), which 
is ideal for the switched operations in a DCO. It can also be observed that 
Vt variation over process corners has a minimal impact to ΔC/LSB. That 
is, this type of varactor is relatively insensitive to process variation. When 
using PMOS transistors as IMOS varactors, the polarity is simply reversed. 
If the NWell is further shorted to the source/drain diffusion, the body effect 
can also be eliminated.

 2. Channel resistance: An inversion layer is relatively thin and has a higher 
resistance compared to that from an accumulation layer in an AMOS 
varactor. The former is generally three to five times larger than the latter, 
resulting in a lower Q for IMOS varactors. In a DCO, most of the LC tank 
capacitance is from PB. Therefore, lower Q for AB and TB is practically 
tolerable.

Gate voltage
0 0.5

0.20 μm × 0.18 μm 1.8 V NMOS device

MinusPlus

1.0 1.5

A = 1.7 V
A = 1.83 V
A = 1.96 V
A = 2.1 V
Measured

FIGURE 20.16 Large-signal CV curves of an inversion-mode varactor. Utilizing the non-
zero body bias, the curves are centered around half VDD, which is ideal for switched-varactor 
operations and is less sensitive to PVT variation.
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 3. Parasitic capacitance at diffusion node: At source/drain diffusion terminal, 
the parasitic capacitance of an IMOS varactor comes from source/drain to 
body (NWell or Psubstrate) junction diodes if the body terminal is not tied 
to the source/drain diffusion. Since the diffusion area is small in advanced 
process nodes, such parasitic capacitance is usually insignificant. However, 
if body terminal is shorted to the source/drain diffusion, the parasitic capac-
itance contributed by NWPS diode is the same as an AMOS varactor.

20.3.4.5 Switchable Inductor
Wide frequency tuning range of an LC oscillator has always been a great challenge. 
For example, the cellular frequency range has been extended from between 850 
and 2170 MHz to between 700 and 2700 MHz, and soon may be between 600 and 
3650 MHz with more than 40 bands. Using only capacitor arrays to tune oscillator 
frequencies would require a very large C/L ratio that may become impractical while 
consuming large amount of current with poor phase noise. Inductor tuning by short-
ing a fraction of the inductor12 is one technique to reduce the C/L ratio. A penalty 
is that the switch for shorting a segment of the inductor has to be large for low ON 
resistance, resulting in an excessive parasitic capacitance lessening the benefit of 
having a switched inductor.

Magnetic tuning13,14 is an alternative way to change the effective inductance without 
introducing significant parasitic capacitance and phase noise degradation. An example 
DCO utilizing a magnetically tuned inductor and having a negligible size impact is 
illustrated in Figure 20.17. Lp is half-circuit inductance of the primary differential 
spiral inductor with its center tap connected to the supply. The tuning inductor Lt is a 
one-turn ring around Lp. An NMOS transistor is connected in series to open or short 
the ring. With a careful design, the impedance of the parasitic capacitance between 
Lp and Lt is sufficiently high at the oscillation frequency. Therefore, when the switch 
is open, Lp would perform as if Lt is physically not present. The switch size can also 
be made large so that when its ON resistance is transformed to the primary side, the 
impact to the overall Q is minimized. The center tap of the ring is connected through a 
resistor and an inverter to VDD/VSS in order to properly set the bias conditions for the 

Mt

Lt Lt

Lt

Lp Lp

Lp

Inductor
switch

VDD

MP

MN

VSSk k

FIGURE 20.17 A magnetically tuned inductor to increase the DCO frequency tuning range 
with a minimum size impact.
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NMOS switch, similar to the pull-up and pull-down paths for MoM varactors. Since 
the loop is passive, that is, no active current, closing the switch Mt creates a current 
flow in Lt opposite to that in Lp. That means the mutual inductance is always negative. 
As a first-order estimation, assuming the transformer windings are lossless and Mt is 
an ideal switch, the effective inductance L′p with the switch closed is

 
ʹ = −L L kp p( ),1 2  (20.4)

where k is the coupling factor between Lp and Lt, which is primarily determined by 
the physical dimensions and location of Lt relative to Lp. Lt can have multiple turns 
and can be placed inside, outside, or overlapping with Lp. Multiple tuning induc-
tors can be designed to have finer tuning steps. For a planar spiral inductor, the 
outer  turns are responsible for a large portion of the inductance. Placing Lt near 
the outer turns will have a higher effective k value. In this example implementation 
with one-turn Lt, Lp can be tuned between 1 and 0.8 nH.

Since parasitic resistance of the primary inductor remains the same when Lp is 
reduced to L′p, inductor Q is degraded. The Q is further reduced considering the 
series resistance of Mt. In a current-limited oscillator design, this means a phase 
noise degradation of 30 * log(Q′/Q) would be expected (Equation 20.1), where Q′ 
is the effective inductor Q when the switch Mt is closed. However, for the oscil-
lator application, a properly designed inductor should have a Q curve peaking 
slightly higher than the operating frequency range. As a result, sensitivity of Q′ to 
the inductance switching is reduced because near peak-Q frequency, inductor qual-
ity factor is significantly dependent of Q of the inductor parasitic capacitance. As 
shown in Figure 20.18, the operating frequency is centered between the two peak-Q 
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frequencies when toggling Mt. The peak Q only drops from 10.8 to 8 when Mt is 
closed. This technique for extending oscillator frequency tuning range is nearly pro-
cess independent because the inductors have very large geometries relative to the 
lithography precision in deep-submicron processes.

20.3.4.6 An Example DCO
From previous sections, there are plenty of options available when designing a DCO. 
An example8 with specific performance targets can better demonstrate the design 
considerations. Aiming at a Global System for Mobile (GSM), the target parameters 
and their associated constraints are listed in Table 20.2.

Starting with the supply voltage constraint, the majority of the tank varactors 
should be designed with MoM capacitors in order to reduce the required range of tun-
ing voltage. Supply frequency pushing is also simultaneously minimized such that 
the DCO is less sensitive to its surroundings in a SoC. The output frequency range 
is wide between 824 and 1990 MHz (~82.9%). From Figure 20.4, when frequency 
dividers with different division ratios are considered, the required frequency cover-
age for the DCO core is reduced to between 3296 and 3980 MHz, which is ~18.8% 
referring to the center of the frequency range (3638 MHz). Taking process variation 
into account, in particular, MoM capacitors have ±25% variation across process fabs, 
the frequency tuning range needs to be about 25% as shown in Figure 20.19 where 
single-ended inductance Lp is switched between 0.8 and 1 nH, Cmax/Cmin ratio of 
MoM varactor is 3.5, process variation of metal interconnect is 12%.

Since varactor Q is typically higher than inductor Q, a higher tank inductance 
is desired to increase the effective tank parallel resistance. Considering Equations 
20.1 and 20.2, as well as the specification that HB phase noise requirement is sig-
nificantly relaxed, it is beneficial to use the inductor switching technique described 
in Section 20.3.4.5 to improve LB phase noise. Including all parasitic capacitance in 
the LC tank, the effective Cmax/Cmin is reduced to 1.7 (3/1.75 pF/pF single-ended). If 
the inductance can be changed by around 20%, it can be calculated that differential 
Lmax can be as large as 2 nH. For HB, the phase noise and current consumption 
would be degraded by ~2 dB and 9 mA, respectively, due to a 25% lower inductor Q. 

TABLE 20.2
Design Targets and Trade-Offs of a DCO for a GSM System

System Parameters Requirements Design Parameters 

Frequency range 824–1990 MHz L, C, Lmax/Lmin, Cmax/Cmin

Channel bandwidth 200 kHz AB step size

Peak frequency deviation 67.7 kHz TB step size

Phase noise −164 dBc/Hz at 20 MHz offset from 
914 MHz carrier

Q, L/C, gm sizing, supply current

−141 dBc/Hz at 3 MHz offset from 
1980 MHz carrier

Supply voltage 1.4 V Device component selection

DCO size Minimum Number of inductor turns
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The primary inductor is made of a three-turn inductor to reduce its size as well as 
the keep-out region. The smaller inductor diameter helps to reduce magnetic flux 
pick up from potential noise aggressors, although its Q is somewhat lower than a 
single-turn inductor.

The frequency step for AB capacitor array should be similar to channel  bandwidth, 
and the total TB frequency coverage is from a combination of AB step size and peak 
frequency deviation of phase modulation path as described in Section 20.3.3. With 
an internal supply regulator, the DCO supply voltage is programmable between 1.3 
and 1.5 V. That means the ideal large-signal C–V curve of AB and TB should be 
centered around 0.7 V if the digital control voltage is switched between 0 and 1.4 V. 
Further considering the small frequency steps of AB and TB, 1.8 V NMOS transis-
tors are chosen to form IMOS varactors. The W/L of TB varactor is determined to 
be 0.2/0.12 μm/μm, which is not the minimum dimension offered by the process 
technology in order to reduce the DNL and variability. The measured TB DNL is 
about 1%. The technique of dynamic element matching (DEM) commonly used for 
DAC designs15 can also be applied to further reduce the overall DNL. Although 
there is no flat region in the large-signal C–V curves of AB and TB, their capaci-
tance is only a small fraction compared to the overall tank capacitance. Therefore, 
the phase noise impact due to higher KVCO from the digital control lines is still 
low. From Figure 20.16, it can be observed that when Vt varies, KDCO is relatively 
 constant as the large-signal C–V curves are near straight lines. Therefore, KDCO 
is fairly insensitive to process variation. The overall parameters for the capacitor 
arrays are shown in Table 20.1.

MoM capacitor variation (%) 

Fmin vs. MoM variation, Lp = 1 nH

Fmax vs. MoM variation, Lp = 1 nH
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FIGURE 20.19 A large frequency tuning range is required to cover ±25% MoM capacitor 
process variation. A magnetically tuned inductor helps to reduce the stress on varactor design.
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Since the intention of the secondary LC tank is to provide high impedance to 
reduce loading from the gm pair to the main LC tank, its Q does not need to be very 
high as long as its impedance in series with the linear-region gm-pair transistors 
is relatively high compared to the main LC tank. In this particular example, Q ~ 8 
between 7 and 8 GHz is sufficient. Consequently, the bandwidth of the secondary 
LC tank is wide enough such that frequency tuning is not required. If considering 
multimode multiband operations, tuning the secondary tank would become neces-
sary to achieve optimal performance. With the total parasitic capacitance of ~500 fF 
at source node of the gm pair, 0.9 nH is needed for Ls. The equivalent parallel resis-
tance is >350 Ω, which is about 2.5 times that from the main LC tank.

20.3.5 Reliability

For a stringent phase noise requirement, both signal power level and signal-to-noise 
ratio (SNR) need to be very high so that the absolute noise power from the far-out 
spectral skirt is still above the broadband phase noise floor. This imposes concerns 
on gate oxide integrity (GOI), channel hot carrier (CHC), and metal electromigration 
(EM) in an advanced digital CMOS process since the gate oxide for core transistors 
is thin with a low-voltage rating, the channel length is short, and the metal thickness 
is small. Although increasing the DCO core frequency helps to relax the required 
SNR and internal voltage/current swings at oscillation nodes, there are still concerns 
on marginality.

20.3.5.1 Gate Oxide Integrity
Referring to Figure 20.11, assuming the oscillator nodes, OSCP and OSCM, have 
1 V amplitude, in order to be better than −156 dBc/Hz at 20 MHz offset from 4 GHz 
carrier, the noise level of DCO core must be < 16 nV/ Hz  for transistors operating 
under a sinusoidal waveform, which is challenging. With 1.4 V supply, the maximum 
absolute voltage on drain and gate nodes is 2.4 V on 1.3 V rated 65 nm transis-
tors. Applying a statistical model on the drain and gate voltage waveforms shown in 
Figure 20.20, the effective VGS overstress voltage, denoted as VGOI, can be calculated 
using the following equation16:
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where
β is a constant
T is the oscillation period

The calculated VGOI is 1.9 V, which means equivalently, VGS stays at 1.9 V for 25% 
of oscillation period T, 1.4 V for another 25% of T, and 0 V for the rest of T.
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Applying burn-in with multiple acceleration factors and monitoring parametric 
shifts of the DCO such as phase noise, an empirical model can be fitted to predict the 
DCO lift time. For cellular phone systems, combining the duty-cycled operations, 
the phone life time can be >5 years.

20.3.5.2 Channel Hot Carrier
The transistor degradation due to CHC includes decreased channel current, increased 
threshold voltage, and decreased transconductance over time.17 The transistors of con-
cern are again the cross-coupled gm pair, M1 and M2, in Figure 20.11. CHC life time is 
dependent of several factors such as Vgs, Vds, and channel length. In general, the worst-
case operating condition is when Vgs ~= Vds. In the DCO waveform shown in Figure 20.20, 
such condition occurs when the waveforms have the largest absolute value of slope. That 
is, the duration for such condition is very short. For the extreme voltage conditions such 
as Vd = 2.4 V and Vgs = 0 V, there is no CHC concern. However, there is a nonconductive 
stress (NCS) concern.18 The channel length for M1 and M2 are not the minimum allowed 
dimension of this process in order to further reduce the CHC concern.

20.3.5.3 Metal EM
The interconnect metal in recent digital CMOS processes is mostly made of copper 
(Cu), which has high conductivity. However, the Cu layers are very thin in order to 
reduce the parasitic capacitance between adjacent metal lines for high-density and 
high-speed logic operations. Consequently, the EM capability for each lower-level 
Cu layer is limited. The EM degradation leads to an increase of metal sheet resis-
tance over time impacting circuit performance.

EM concerns can generally be resolved by increasing metal width and/or metal 
stack. However, on-chip spiral inductors are one exception that the metal cannot be 
arbitrarily changed. As shown in Figure 20.18, the DCO operates around the inductor 
peak-Q frequencies. There is only a limited flexibility to increase the inductor metal 
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FIGURE 20.20 Reliability stress on the DCO cross-coupled pair. The equivalent oxide 
stress can be calculated to be ~1.9 V with 25% duty cycle on a 65 nm core oxide transistor, 
which is high.
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width or number of metal layers. When stacking an aluminum (Al) layer on top of Cu 
layer to increase inductor Q, significant amount of current will be distributed in the Al 
layer. Compared to Cu, Al can only handle <15% current density for the same sheet 
resistance and the same width. Therefore, the more current flowing in the Al metal 
layer, the worse the EM reliability is. For the same metal width, if the total thickness 
for Cu and Al is 1 μm each, stacking Al on top of Cu would result in 38% current 
flowing in Al layer. Characterizing from test structures, the effective EM capability 
can handle >100 mA total AC current, which is sufficient for a typical DCO design.

20.4 INTEGRATION WITH AN ALL-DIGITAL PHASE-LOCKED LOOP

When integrating a DCO into an ADPLL, there are nonidealities that need to be 
taken into account. Three impairments will be discussed in the following sections.

20.4.1 Phase noise Due to ΣΔ DitheRing

As explained in Section 20.3, dithering on the TB varactors is required to achieve 
a fine frequency resolution. By nature of the PLL, the varactors will be dithered at 
an update rate the same as the input reference frequency fR. Assuming the digital 
input is a series of impulses and TB capacitance changes instantly following the 
impulses, the PLL is effectively making a white dithering on TB varactors at fR rate. 
However, in reality, both the digital input and the varactor capacitance switching 
are not impulses but square waves corresponding to a zero-order hold operation, the 
white noise assumption is not strictly correct and the quantization noise needs to be 
multiplied by a sinc function. The quantization noise can be expressed as
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where
Δf is the frequency offset
ΔfTB is the frequency step size from TB varactors

If fR is 26 MHz and ΔfTB is 20 kHz, at Δf = 400 kHz, the quantization noise can 
be calculated to be −111 dBc/Hz, which is far insufficient for applications such as 
cellular phone communication systems. Using a higher rate deriving from DCO fre-
quency to replace fR and applying ΣΔ dithering to reduce ΔfTB, the quantization 
noise can be reduced to below −160 dBc/Hz if fR becomes 225 MHz and 8-bit dither-
ing was applied to reduce ΔfTB.

Another nonideality is the finite rise and fall time (Trise and Tfall) of the digital 
inputs to the dithered TB bits. To investigate its impact, a simulation approach was 
taken. A Verilog-A model was built for the MASH ΣΔ block to cosimulate with the 
transistor-level DCO. A simplified DCO circuit operating at 3.6 GHz with 450 MHz 
dithering clock and >100 times larger TB varactors were used to exacerbate the 
effects for illustration purpose. The results are shown in Figure 20.21. It can be 
clearly seen that when Trise and Tfall are increased from 100 to 200 ps, the close-in 
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phase noise has a trend of increasing 10 dB. Below 100 ps, no significant impairment 
can be observed, thus not shown in the figure. This is in line with modern CMOS 
process capability that typical 10%–90% Trise and Tfall are <20 ps for 40 nm node 
and beyond.

20.4.2 Phase noise Due to Dco tuning woRD toggling

In a conventional PLL, when changing the control voltage of a VCO in order to adjust 
its phase or frequency, it is quite a disturbing event to the oscillation and momen-
tarily causes phase noise degradation until the loop settles again. Such effect is exac-
erbated in a DCO due to the sample-mode operation where the oscillating frequency 
is commanded to change in discrete-time events. The worst moment to change the 
DCO frequency is at the instances when the LC tank energy is fully stored in the 
capacitor because any capacitance change and the associated charge redistribution 
is visible to the LC tank. That is, the disturbance to the PLL is the highest when 
the oscillation waveform is at its maximum (Figure 20.22). This is opposite to the 
case when any perturbation to a free-running oscillator is not desired.19 An intui-
tive solution is to control the timing of the digital inputs to the varactors so that the 
perturbations are minimized. The retiming ensures that the digital inputs are at 
optimal time near the oscillator zero-crossings. The necessity of such retiming is 
application driven.

20.4.3 inl of KDco

From Equation 20.6, when the frequency step size is reduced for TB varactor, nam-
ingly lower KDCO, the quantization noise can be lowered. An instinctive method is to 
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FIGURE 20.21 DCO quantization noise due to circuit nonideality is negligible when rise 
and fall time of the digital dithering is <100 ps, which is natural in modern CMOS processes.
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add AC coupling capacitors, CC, as shown in Figure 20.23. The size of CC has to be 
limited in that if it was too large, KDCO will not be reduced. The effective capacitance 
step with CC can be expressed as
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where
ΔCTB is the capacitance change when toggling one TB bit
CTB is the total TB capacitance for a given input code including all parasitic 

capacitance from the TB varactor array

If ΔCTB is 50 aF, Cmax/Cmin ratio for each TB bit is 3 and CC has the same capaci-
tance as the total TB array, the Δc for 128 TB bits can be calculated and plotted in 
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FIGURE 20.22 Disturbance to DCO operations due to the varactor switching. 
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Figure 20.23. The effective Δc is indeed significantly smaller than 50 aF but the 
INL is between 30% and 45% of the new effective TB LSB size at extreme codes. 
For frequency division multiple access (FDMA) systems where there is limited or 
no time to recalibrate KDCO, the INL will cause phase modulation to fail even for a 
lower-order modulation such as Gaussian Minimum Shift Keying (GMSK). One way 
to recover the KDCO error is to have predistortion of the nonlinear curve in Figure 
20.23, provided that the curve is well deterministic over voltage and temperature 
variations assuming uncertainty from process corners has been calibrated during 
factory or power-on self-tests.

20.5 SUMMARY

In this chapter, we reviewed the commonality and difference between a LC DCO 
and a LC VCO. Most of the techniques developed for VCOs can be applied to DCOs. 
However, the difference between them leads to specific optimizations for DCOs, in 
particular, varactor banks. When integrated a DCO into an ADPLL, the trade-offs 
impact system performance such as quantization noise due to ΣΔ dithering, modula-
tion errors due to DNL and INL, and close-in and far-out phase noise due to wide 
bandwidth modulations. The nonideality from imperfect square waveforms control-
ling DCOs was also examined that for most applications it should have negligible 
effects to overall ADPLL performance.
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transceiver design for multi-Gb/s data transmission is another challenging 
area. Energy-efficient short-range radios for body area networks and sensor 
networks have recently received great attention. To meet different design 
requirements, gaining good system perspectives is important.

Wireless Transceiver Circuits: System Perspectives and Design Aspects 
offers an in-depth look at integrated circuit (IC) design for modern transceiv-
er circuits and wireless systems. Ranging in scope from system perspectives 
to practical circuit design for emerging wireless applications, this 
cutting-edge book:

• Provides system design considerations in modern transceiver design
• Covers both systems and circuits for the millimeter-wave transceiver 

design
• Introduces four energy-efficient short-range radios for biomedical and 

wireless connectivity applications
• Emphasizes key building blocks in modern transceivers and transmitters, 

including frequency synthesizers and digital-intensive phase modulators

Featuring contributions from renowned international experts in industry 
and academia, Wireless Transceiver Circuits: System Perspectives and 
Design Aspects makes an ideal reference for engineers and researchers in 
the area of wireless systems and circuits.
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